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Abstract

Rapid progress in digital technologies has transformed the world in many ways
during the past few decades, in particular, with the new means of communication
such as social media. Social media platforms typically rely on textual data
produced or shared by the users in multiple timestamped posts. Analyses of
such data are challenging for traditional manual methods that are unable to scale
up to the volume and the variety of the data. While computational methods
can partially address these challenges, they have to be used together with the
methods developed within information visualization and visual analytics to gain
knowledge from the text data by using interactive visual representations.

One of the most interesting aspects of text data is related to expressions
of sentiments and opinions. The corresponding task of sentiment analysis
has been studied within computational linguistics, and sentiment visualization
techniques exist as well. However, there are gaps in research on the related task
of stance analysis, dedicated to subjectivity that is not expressible only in terms
of sentiment. Research on stance is an area of interest in linguistics, but support
by computational and visual methods has been limited so far. The challenges
related to definition, analysis, and visualization of stance in textual data call
for an interdisciplinary research effort. The StaViCTA project addressed these
challenges with a focus on written text in English. The corresponding results in
the area of visualization are reported in this work, based on multiple publications.

The main goal of this dissertation is to define, categorize, and implement
means for visual analysis of sentiment and stance in textual data, in particular,
for social media. Our work is based on the theoretical framework and automatic
classifier of stance developed by our project collaborators, involving multiple
non-exclusive stance categories such as certainty and prediction. We define a
design space for sentiment and stance visualization techniques based on literature
surveys. We discuss multiple visualization and visual analytics approaches
developed by us to facilitate the underlying research on stance analysis, data
collection and annotation, and visual analysis of sentiment and stance in real-
world text data from several social media sources. The work described in this
dissertation was carried out in cooperation with domain experts in linguistics and
computational linguistics, and our approaches were validated with case studies,
expert user reviews, and critical discussion. The results of this work open up
further opportunities for research in text visualization and visual text analytics.
The potential application areas are academic research, business intelligence, social
media monitoring, and journalism.

Keywords: stance visualization, sentiment visualization, text visualization, stance
analysis, sentiment analysis, opinion mining, visualization, interaction, visual
analytics, NLP, text mining, text analytics, social media
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Chapter 1

Introduction

Contents

1.1 Motivation for Sentiment and Stance Visualization . . . . . . . . . . . . 3
1.2 Research Problem, Goal, Objectives, and Scope . . . . . . . . . . . . . . 6
1.3 Overview of the StaViCTA Project . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Dissertation Outline and Contributions . . . . . . . . . . . . . . . . . . . 9

During the past decade we have witnessed how massively available digital
communication channels, such as online social media (forums, blogs, Facebook,
Twitter, etc.), affect the world politics and shape the agenda in multiple areas of
life. Textual data in particular has been playing an increasingly important role
for various analytical tasks in academic research, business intelligence, social
media monitoring, journalism, and other areas. The understanding of phenomena
occurring in such data is therefore interesting and important for decision makers,
researchers, and the general public. For example, text data generated within
social media makes it possible for researchers in the discipline of linguistics to
employ a bottom-up approach to understand various aspects of language: while
the traditional way of manual text investigation involved static corpora, linguists
nowadays are able to analyze text data that reflects global events and ongoing
language evolution.

Textual data has traditionally been studied within the humanities using
methods such as close reading [251,299,300] in studies of literature. Researchers in
linguistics similarly had to rely on manual methods for collecting and analyzing
text corpora before the introduction of computer-assisted methods in the second
half of the 20th century [409]. Such manual analyses, however, do not scale up
to the volume and variety of digital text data produced in the modern world.
Researchers who would like to explore the data beyond the previously compiled
corpora can easily find themselves overwhelmed. Thus, the need to provide
them with the means to carry out the following tasks becomes apparent: (1)
get an overview of the available data, (2) identify interesting data subsets, (3)
navigate to them, (4) investigate them in detail, and then (5) continue iteratively by
switching to the related data subsets. In fact, this scenario is applicable not only

1



2 CHAPTER 1. INTRODUCTION

to researchers or expert analysts, but most kinds of users interacting with large
amounts of digital data.

One of the possible solutions to this problem lies within the area of compu-
tational disciplines such as artificial intelligence (AI), data mining (DM), and
machine learning (ML). Research in ML has demonstrated a lot of promising
results during the past decade as soon as truly large training data sets and
efficient hardware components became available to at least some institutions and
companies. Applications of computational approaches to textual data are studied
within the discipline of computational linguistics (CL), and, more specifically,
the field of natural language processing (NLP) [279]. However, many linguists
(as well as users from other domains) face difficulties when trying to interpret
the output of NLP algorithms. For NLP experts, it is equally challenging to gain
insight into the underlying text data and to provide useful feedback in order
to refine their automatic analyses. In fact, NLP researchers would benefit from
techniques that could improve their understanding of computational processes
associated with the state-of-the-art NLP algorithms: for example, it is difficult
to interpret the state of a large artificial neural network just by weight matrices.
Another major problem related to the typical ML-based approaches is the need
for large amounts of reliably labeled data in order to train the corresponding
computational model.

These predicaments can be resolved by involving the approaches studied
within the disciplines of information visualization and visual analytics. In-
formation visualization (InfoVis) focuses on using interactive, computer-aided
visual representations of data to support human cognition [64]. Visual analyt-
ics (VA) uses interactive visual interfaces to facilitate the analytical reasoning
process [212,417]. A typical VA approach combines techniques from interactive
visualizations, as studied in InfoVis, with computational analyses, as studied in
DM or ML [219]. The human analyst is then using the VA system interactively to
close the sensemaking loop and extract knowledge from the source data [15, 350].
InfoVis and VA techniques take advantage of human perception and cognition,
thus being able to help the analysts make sense of the data in cases when
completely automatic computational methods either fail or are not feasible at all.

InfoVis and VA methods have been successfully applied to various kinds of
textual data. The corresponding field of study, called text visualization (TextVis),
has been attracting steadily rising interest from the research community during
the past decade [58,235,236]. The majority of text visualization techniques rely
on the methods originating from CL/NLP that analyze specific aspects of texts,
such as (1) syntactical structure of sentences, (2) presence of named entities and
relations between them, and (3) topic structure of individual documents, corpora,
or text streams. The last of this tasks, topic extraction and visualization, has been
especially popular in the research community, as it aims at summarization of the
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Figure 1.1: High-level overview of the disciplines, fields, and data domains
relevant to this dissertation. Shades of blue correspond to visualization-related
fields, green—linguistics, orange—computational disciplines, and gray—data
domains.

contents of large text collections, which often have additional attributes such as
timestamps attached in case of social media [76, 105].

Another group of language aspects present in textual data has also been of
interest to researchers in linguistics and CL/NLP: expressions of subjectivity
such as valence, emotions, and opinions, usually referred to by the umbrella
term of sentiment. There is also a related (and overlapping) concept of stance,
which is of interest to researchers in these disciplines. Research on sentiment
and stance phenomena can benefit from text data collected from web sources
such as social media. Those texts are typically created by multiple authors who
engage in discussions and refer to each other’s messages, in which they express
their thoughts and opinions. However, the difficulties discussed above also
apply to attempts of direct manual or computational analyses of such data. This
dissertation investigates how to address these issues by the means of sentiment
and stance visualization.

1.1 Motivation for Sentiment and Stance

Visualization

To understand the motivation for pursuing research on sentiment and stance
visualization, we must look at these topics in the context of (1) the related
disciplines providing the methods for sentiment and stance analysis, (2) the
encompassing and related subfields of information visualization and visual
analytics, and (3) the relevant data domains and application scenarios (see
Figure 1.1).
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As discussed above, the notion of sentiment has been studied in linguistics [133,
305] and extensively used in computational linguistics for the task of sentiment
analysis (the term being often interchangeable with opinion mining and affect
analysis), which is generally concerned with detecting attitudinal content in
text at various levels of granularity [260, 295, 317]. Usually, textual data is
classified into positive1, negative, or neutral at the level of words, utterances,
or complete documents. In some cases, even more fine-grained categories related
to affect and emotions such as anger or joy are supported. The models used
for sentiment analysis range from lexical matching to complex ML classifiers.
Historically, sentiment analysis and opinion mining have been researched and
applied in CL/NLP and information retrieval (IR) for tasks such as analysis
of customer reviews [317], literary analysis [294], and, more recently, for social
media monitoring [295]. The interest in practical applications of this approach has
also been demonstrated outside of academia. For example, the emotion detection
and recognition technologies market (which involves, among other methods,
emotion analysis of text data with NLP methods) is predicted to grow from USD
6.72 billion in 2016 to USD 36.07 billion by 2021 [119]. Sentiment analysis has
even been applied for making automatic stock trading decisions based on the
sentiments in tweets by a famous politician [428].

Sentiment visualization is an established subfield within the field of text
visualization. The applications and tasks of sentiment visualization include,
for instance, monitoring of public opinion in social media, literature analysis
for digital humanities, or support for research of sentiment in linguistics and
NLP. Some of the earliest papers mentioning visualization of sentiment actually
originate in DM and NLP and use basic visual representations in most cases.
Recent state-of-the-art techniques often reflect the advances in InfoVis and
VA, incorporating sentiment in complex settings involving heterogeneous data.
Despite the existence of multiple scientific publications describing individual
visualization techniques, the problem with the state of the sentiment visualization
field in general has been related to the fact that the existing work had not
been properly covered and categorized by any comprehensive survey before the
contribution described in this dissertation.

In contrast to sentiment, discussion of stance is virtually absent from the
visualization literature, and discussed only in a few CL publications. Stance is
an area of topical interest in linguistics. The terms “stance” and “stancetaking”
are associated with (inter-)subjectivity, evaluation, and appraisal [121]. While
the concept of stance is related to the concept of sentiment (more familiar
to the visualization and NLP communities), the following example illustrates
how an utterance (or sentence) might express subjectivity that is not possible
to characterize just in terms of positive or negative polarity (we can argue

1Here and below, small caps font is used to indicate concrete text classification categories relevant
to sentiment and stance.
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that it conveys such stance categories as concession and contrariness and
uncertainty):

“Well, I have to admit that I am not completely sure about this . . . ”

Research on stance and stance-taking in linguistics has often used written corpus
data of argumentative texts and transcripts of conversations, public speeches, and
debates as the source of stance-annotated data with a particular focus on close
reading analyses. Social media presents another promising data source for stance
analysis. However, the use of social media data for research in linguistics is
associated with practical challenges such as the need for identification of potential
messages or utterances with stance expressions and further annotation of such
source data. With regard to computational analysis, research in CL/NLP has
so far mainly operationalized (and often restricted) stance in terms of speakers’
attitude towards a given topic and agreement/disagreement between speakers,
based only on word form. Developing computational models for automatic
detection/classification of stance in a wider sense is, thus, a challenge for
CL/NLP.

Finally, the problem of stance visualization has so far not been addressed
by the visualization community. Stance visualization can, for both theoretical
and practical reasons, be treated as a subfield within sentiment visualization,
with which it shares both similarities and challenges. In order to support
visualization and visual analysis of various aspects of stance outlined above,
stance visualization techniques have to address the challenges of representing
multidimensional data, which usually involves the temporal attribute in case of
social media data. An additional challenge is to convey the intermediate data
provided by the underlying machine learning methods, e.g., the confidence or
uncertainty of the classification decision. Stance visualization techniques can then
be used in (1) actual research on stance in linguistics and CL, (2) social media
monitoring, (3) other applications and data domains such as visual analysis of
business reports or literature.

The challenges related to definition, analysis, and visualization of stance in
textual data require a certain level of support for theoretical research, computa-
tional analysis, text annotation tools, and visual exploratory analysis, thus calling
for an interdisciplinary research effort. The project “Advances in the Description
and Explanation of Stance in Discourse Using Visual and Computational Text
Analytics” (StaViCTA)2 had been launched to answer precisely these challenges.
This dissertation builds upon the results of this project in the area of visualization.

2http://cs.lnu.se/stavicta/ (last accessed in February 2019)

http://cs.lnu.se/stavicta/
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1.2 Research Problem, Goal, Objectives, and Scope

As stated above, this dissertation is dedicated to the topic of sentiment and stance
visualization. The research problem associated with this topic is the absence of
a framework describing and instantiating the design space for sentiment and
stance visualization in relation to the encompassing and related fields/disciplines:
the existing sentiment visualization efforts are typically driven by the specific
application needs without a big picture in mind, and stance visualization is
barely supported by any existing work at all. Therefore, the main goal of this
work is to define, categorize, and implement means for visual representation and
visual analysis of sentiment and stance in textual data, in particular, for the data
originating in social media.

In order to accomplish this goal, the following objectives have to be attained:

O1 Position the existing sentiment and stance visualization techniques in the
wider context of text visualization;

O2 Define a design space for sentiment and stance visualization techniques;

O3 Enable the design and development of stance visualization techniques by
facilitating the underlying research on stance analysis; and

O4 Instantiate the sentiment and stance visualization design space by imple-
menting techniques for textual data from social media as well as other data
domains and application scenarios.

The first objective is related to the analysis of the state of the art in the broader field
of text visualization. We achieve this objective by establishing a categorization of
the existing text visualization techniques, including the tasks of sentiment and
stance visualization, surveying the techniques described in the peer-reviewed
literature, and analyzing the corresponding results using an interactive browser.
This step allows us to relate the tasks and techniques in the focus of our research
to other existing work, for instance, we could check if sentiment visualization is
often used together with topic visualization.

Consequently, the second objective is concerned with a more detailed investi-
gation of the state of the art in sentiment and stance visualization. We define a
design space for these areas with a detailed categorization, survey the related
work, and conduct several analyses on the collected categorized data set. The
results allow us to identify the most prominent approaches for sentiment and
stance visualization and detect gaps in the existing research, which provide
opportunities for future work. Additionally, we contribute an interactive survey
browser similar to the first step.

In contrast to the previous objectives, the third one focuses more specifically
on stance rather than sentiment. It is related to the problems of stance analysis
studied in the disciplines of linguistics and computational linguistics. To support
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the corresponding research tasks, we contribute visual analytics approaches
facilitating (1) identification and collection of textual data suitable for stance
analysis and (2) data annotation, exploration, and support for training a machine
learning classifier. Reaching this objective in cooperation with the domain experts
in the respective disciplines leads us to (1) a complete theoretical framework of
stance analysis and (2) a stance classifier implementation ready for further usage.

Finally, the fourth objective is concerned with design and development of
visualization and visual analytics approaches involving sentiment and stance
analysis. We contribute several approaches developed in conjunction with the
previous objective as well as several approaches that make use of the automatic
classifier supporting multiple stance categories. Besides supporting the visual
analysis of temporal text data from social media, we address other parts of our
design space and demonstrate applications of sentiment and stance visualization
for additional domains, data types, and user tasks.

The goal and the objectives reflect the scope of the work described in this
dissertation, which is limited to information visualization and visual analytics
approaches involving textual data. Therefore, this work is not addressing
such problems and approaches as visualization of emotional states extracted
with hardware sensors [67, 234] or novel machine learning algorithms for text
classification [389, 391]. Furthermore, the work described in this dissertation was
carried out as part of the interdisciplinary StaViCTA project described below,
thus providing specific constraints for the research scope.

1.3 Overview of the StaViCTA Project

The StaViCTA project was funded by the Swedish Research Council (Vetenskaps-
rådet) [grant no. 2012–5659]3 and was running during 2013–2017. The main
aim of this interdisciplinary project was to develop a both theoretical and
practical framework for stance analysis of written text in English with the focus
on social media. The project members belonged to three groups representing
different research disciplines and fields. A domain expert group in linguistics
at the Centre for Languages and Literature, Lund University, was in charge of
task identification, stance theory construction, data annotation, and subsequent
analyses. A computational linguistics group at the company Gavagai AB was
responsible for developing automatic analysis techniques and tools for the project
using natural language processing, machine learning, and data mining methods.
Gavagai AB also provided the data used for the early stages of the project based
on the text documents from online discussion forums and blogs. Finally, the
ISOVIS group at the Department of Computer Science and Media Technology,
Linnæus University, was responsible for research in information visualization

3https://swecris.se/betasearch/details/project/201205659VR (last accessed in February
2019)

https://swecris.se/betasearch/details/project/201205659VR
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Figure 1.2: Overview of the StaViCTA project activities and results. Horizontal
order of blocks approximates the temporal order of work on the corresponding
tasks, techniques, and systems. Block width approximates the duration of
the activities. Green color corresponds to the tasks mainly carried out by the
linguistics group at Lund University, blue—the visualization group at Linnæus
University, and orange—the computational linguistics group at Gavagai AB.

and visual analytics and the development of the visual approaches needed in the
project and presented in this work.

Figure 1.2 provides an overview of the main activities and results of the
project. While the computational linguistics group started by experimenting with
various machine learning models [333, 392] using available textual data sets (not
specifically labeled for stance), the linguistics group analyzed the existing work on
sentiment and stance analysis in the literature [357–359]. In order to investigate
the existing sentiment and stance phenomena before the implementation of
a proper stance classifier, we implemented a visual analytics approach called
uVSAT [237, 243] that consumed data from Gavagai AB, which was processed
with a straightforward lexical matching method using lists of seed/marker
words. At this stage, both the analysis and visualization were mainly focused on
sentiment rather than stance, however, uVSAT supported several other categories,
namely, certainty and uncertainty, which went beyond standard sentiment
classification.

In order to proceed with the implementation of an automatic stance classifier,
the next stage of the project had to be dedicated to the data annotation process
since there were no available labeled data sets suitable for our purposes. Using
the collected data and the results of analytical sessions with uVSAT, the experts in
linguistics formulated the working definition of stance that focused on multiple
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non-exclusive aspects/categories such as hypotheticals and concession and
contrariness, which were then described in detail in the annotation protocol [383].
During the annotation process, the experts in computational linguistics decided
to follow the active learning approach with a standard support vector machine
(SVM) model in order to train the stance classifier with a very limited amount of
training data [389, 390]. To facilitate this stage of the project, we developed an
integrated visual environment, called ALVA [238, 242], which supported the data
annotation, management of the active learning process, and several visual analyses
of the collected data. From the point of view of information visualization, we had
to address the challenge of representing multiple non-exclusive category labels
visually, which resulted in a novel representation called CatCombos (“category
combinations”).

The final stage of StaViCTA allowed the project members to focus on analyzing
and applying the artefacts and findings in their respective disciplines. The experts
in linguistics engaged in extensive analyses of the annotated data corpus [381,
382]. The computational linguistics experts worked on further improvements of
the stance classifier, eventually switching from the SVM model to the logistic
regression (LR) model [386, 388, 393]. Finally, the visualization group applied the
stance classifier alongside a standard sentiment classifier for visual analysis of
social media data as well as additional applications [239,241,244,286].

1.4 Dissertation Outline and Contributions

After this brief general description of the StaViCTA project, we can now focus on
the contents of the remainder of this dissertation. An additional overview of the
main results of Chapters 3–7 is also provided in Figure 1.3.

Chapter 2 provides the background information on the definition of sentiment
and stance, as studied in linguistics, as well as the existing approaches for auto-
matic sentiment and stance analysis, as studied in computational linguistics. The
background information allows us to formulate the corresponding challenges for
sentiment and stance visualization. This chapter also provides a brief introduc-
tion to the information visualization and visual analytics disciplines, including
the discussion of main definitions, tasks, subdisciplines/fields, and application
domains.

After discussing the background information, in Chapter 3 we narrow down
the scope of our inquiry to more specific research on text visualization and then
focus on its subfield dedicated to sentiment visualization. Afterwards, we discuss
the existing stance visualization techniques. The contributions of this chapter
include the following:

• an overview and a fine-grained categorization of text visualization tech-
niques;
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of blue rectangular blocks approximates the temporal order of work on the
corresponding tasks, techniques, and systems. Block width approximates the
duration of the activities. Yellow nodes refer to the research objectives and
dissertation chapters associated with the related results.

• a survey and a fine-grained categorization of sentiment visualization
techniques that provides evidence about supported data, tasks, and visual-
ization aspects;

• an investigation of existing trends and correlations between sentiment
visualization categories based on temporal and correlation analyses;

• an analysis of the existing stance visualization techniques in the design
space of sentiment visualization;

• interactive survey browsers for both text visualization and sentiment
visualization; and

• additional analyses of the research communities for these fields.

Validation of the ideas discussed in this chapter is based on literature survey,
critical discussion, and feedback from the visualization research community.

Chapter 4 is dedicated to the discussion of our early efforts in the StaViCTA
project, which were based on the previous work in sentiment analysis & visu-
alization and resulted in the development of a visual analytics approach called
uVSAT. The contributions of this chapter include the following:

• an analysis of user tasks related to visual analysis of stance phenomena in
temporal text data;
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• a visual analytics solution for investigating stance phenomena based on
sentiment analyses of document texts and time series;

• an interactive history diagram for document set queries that facilitates the
analysis provenance; and

• interactive aggregation charts that provide document set overview, navigation,
and comparison functionality with regard to stance categories or specific
stance markers.

Validation of this approach includes a case study on visual analysis of temporal
and textual data, expert user reviews, and critical discussion.

After the first stage dedicated to collecting the initial data, analyzing it, and
conducting experiments with various machine learning models, the next stage of
the StaViCTA project included data annotation and training of a machine learning
classifier for stance. Chapter 5 introduces a visual analytics environment called
ALVA which was designed to facilitate this stage of the project. The contributions
of this chapter include the following:

• an analysis of user tasks related to visual analysis of annotated data for
stance classification;

• an integrated solution for supporting data annotation, visual analysis,
and classifier training using active learning for a complex multi-label text
classification task (stance classification); and

• a novel visual representation of multidimensional annotation data, called
CatCombos, which focuses on the combinations of labels (stance categories)
assigned by annotators.

Validation of this approach includes a case study on visual analysis of annotated
data, expert user reviews, and critical discussion.

The stance classifier implemented as part of the StaViCTA project could
then be applied to the real-world textual data from social media. Chapter 6
describes our visual analytics approach called StanceVis Prime, which is designed
to support both sentiment and stance classification results. The contributions of
this chapter include the following:

• an analysis of the workflow and user tasks related to visual analysis of
sentiment and stance in social media texts;

• a design study involving temporal and textual data analysis methods in
order to represent sentiment and stance; and

• a visual analytics solution supporting exploratory data analysis of sentiment
and stance classification results for temporal text data from multiple sources.
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Validation of this approach includes two case studies on visual analysis of
temporal and textual data, expert user review, and critical discussion.

Besides our main activities and tools developed in StaViCTA, we have de-
veloped several additional tools presented in Chapter 7. These tools illustrate
further applications of sentiment and stance visualization to various tasks, data
types, and data domains defined in our design space. The contributions of this
chapter include the following:

• a visualization tool, called StanceXplore, designed for exploration of stance
in social media data from Twitter with the coordinated multiple views
approach and support for geospatial data (illustrated with a case study);

• a visualization tool, called DoSVis, designed for visual stance analysis of
longer individual text documents (illustrated with several use cases in
different data domains); and

• a version of a visualization tool, called Topics2Themes (designed for
computer-aided argument extraction involving topic modeling and visu-
alization), customized for application to social media data and multiple
sentiment and stance categories (illustrated with a use case).

Finally, in Chapter 8 we summarize and discuss the results of the work presented
in this dissertation and describe directions for the future work related to sentiment
and stance visualization.
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In order to arrive at the discussion of the design space and the state of the art
in sentiment and stance visualization, we firstly have to provide the necessary
background information on the concepts of sentiment and stance as studied in
linguistics. The discussion of computational analysis methods for both sentiment
and stance that are developed by the computational linguistics / natural language
processing community then takes place. Finally, in this chapter we provide a
brief overview of the disciplines of information visualization and visual analytics
in general, which establishes a foundation for a more specialized discussion in
the next chapter.

2.1 Sentiment in Linguistics

With the advent of machine-readable corpora, research in linguistics has shown
that language is not primarily a means of providing information about facts, but
rather to evaluate what we are talking about, to take a stance, and to express
opinions and emotions. Language use in different contexts is highly view-pointed,
interactive, and interpersonal. Human communication has a purpose. It is in a
constant flux and so is the use of language itself [121, 319].

Evaluative meanings are not easy to specify in advance because they are not
confined to traditional areas of grammar or specific words, but may be expressed
by parts of words, words, or longer chunks. Such meanings have been studied
under a range of different names in various research traditions in linguistics such

13
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as attitude [3], evaluation, appraisal, and stance taking [188,284], epistemic modality,
subjectivity, and intersubjectivity [282, 318, 443], and emotions and affect [21, 133].

Research on attitude and emotions in linguistics overlaps with other disciplines
such as psychology [138] and computational linguistics / NLP [295]. The relation
between emotions and sentiment is analyzed by Munezero et al. [305], who
discuss the definitions of sentiment, opinion, emotion, and affect in detail from
the standpoint of linguistics and psychology. They point to subtle differences
between these concepts that are often overlooked in work originating from more
technical fields such as InfoVis, VA, or DM. The emotion space is typically
represented by a categorical, dimensional, or hybrid model. One of the most
well-known categorical models is Ekman’s “Big Six” basic emotions: anger, fear,
happiness, surprise, disgust, and sadness [114]. Dimensional models describe
emotions in terms of continuous spaces along axes such as valence/pleasure,
arousal, and dominance [349]. Finally, hybrid models such as the Plutchik’s wheel
of emotions [327] define a set of basic emotions, their relative similarity, and
possible combinations resulting in numerous derivative emotions.

2.2 Computational Sentiment Analysis

The term sentiment analysis as it is used in CL/NLP is usually defined as the task
of automatically detecting and classifying affective content in texts at various
levels of granularity (from individual words to complete documents, or with
regard to specific aspects and entities discovered in text) into a small number of
classes representing different kinds of sentiments. Sentiment analysis has become
a staple in CL/NLP, both in research and in commercial applications, with a
large number of vendors offering solutions for social media monitoring where
sentiment analysis is an important part of the analytics suite.

In the simplest formulation, sentiment analysis is considered a binary problem,
where we are interested either in detecting the presence of emotionally loaded
content, or in distinguishing positively from negatively loaded content. The
former of these tasks is closely related to what has been referred to as subjectivity
detection [317], while the latter is sometimes referred to as polarity detection [434].

Arguably, the most common approach to sentiment analysis is to formulate the
problem as a three-way categorization task over the categories negative, neutral,
and positive. More complex formulations of the sentiment analysis task involve a
broader range of possible sentiment classes, either in terms of a graded scale (e.g.,
weakly to strongly negative and positive) [397], or in terms of a broader palette
of sentiment types [169, 396]. One example of a more complex sentiment palette
is the RepTrak model used in the RepLab evaluation campaign that includes eight
different categories designed specifically for reputation classification [13]. Another
closely related task is emotion detection, which typically employs a categorical,
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dimensional, or hybrid model of emotions described above; for instance, Ekman’s
six basic emotions could be used [25].

Sentiment analysis has also been combined and integrated with other CL/NLP
and ML techniques such as topic detection and tracking (TDT), in which case
we are interested not only in sentiment expressed in the data, but also the target
of the sentiment. As an example, a sentiment analysis system might detect that
customers are predominantly negative to the release of a novel product. However,
it would be valuable for the product manufacturer to know if there are specific
aspects of the product that are more negatively perceived—it might be the case
that the negativity only concerns one specific aspect of the product, in which case
it might be reasonably easy for the company to make the necessary adjustments.
Such analysis is commonly referred to as opinion mining or aspect-based sentiment
analysis [51, 203, 317].

As with any research area that gains popularity in a research community, there
has been a wide variety of approaches suggested in the literature. Classification
can be based on (1) lexical matching of keywords from a previously constructed
dictionary/lexicon [124] (such as WordNet-Affect [404], MPQA Subjectivity
Lexicon [472], SentiWordNet [23], LIWC [414], or SenticNet [56]), (2) knowledge
about word/concept similarity (e.g., using a distributional semantics model or an
ontology such as WordNet [290]), (3) the use of topic modeling algorithms and
latent variable models [257,274,450], or (4) a variety of machine learning (ML)
classification models, both standard [317,451] and deep learning architectures [396,
411]. State-of-the-art approaches to sentiment analysis now approach, and in some
cases even exceed, 90% accuracy on standardized benchmark test suites [208, 249,
451]. For practical purposes of sentiment classification of short texts from social
media, rather simple models with standard openly available implementations
continue to be widely used, for instance, the rule-based classifier called VADER
presented by Hutto and Gilbert [191].

In general, variation in terminology and computational models of sentiment
analysis are covered by several survey articles—the arguably most comprehen-
sive one is that of Pang and Lee [317], who discuss work done in linguistics,
CL/NLP, DM, and ML. More recent surveys include the works by Tsytsarau and
Palpanas [431], Cambria et al. [57], Ravi and Ravi [335], and a comprehensive
survey by Mohammad [295].

2.3 Stance in Linguistics

Stance is a topical area of interest in linguistics associated with subjectivity/intersub-
jectivity, evaluation, and appraisal [121]. It is closely related to and overlapping
with evaluation, positioning, and alignment in discourse, as well as sentiment
discussed above in Section 2.1. Stance provides an interesting research problem
to linguists because the interactive nature of communication between individuals
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is considered vital. The function of taking stance in the communicative situation
is to convey the speaker’s viewpoint of what is talked about and to regulate the
exchange between the dialog partners. Communication here works on more than
pure understanding of words. Words are always understood in the light of the
contexts and the situations where they are used [158, 196]. In doing so, language
is used to recontextualize human experiences into written and spoken forms. Its
social role is to affect the state of mind of other people and to negotiate meanings
in order to bring about cognitive changes [319, 463]. Language users construe
their expressions to communicate their particular perspective and viewpoint of
what is talked about.

Stance has been studied under different headings and scope, such as evalua-
tion [189, 418], sentiment [293], appraisal [284], and of course under the title stance
itself [36, 37, 121, 149, 319]. Du Bois defines stance-taking as follows [110, p. 163]:

Stance is a public act by a social actor, achieved dialogically through overt
communicative means, of simultaneously evaluating objects, positioning
subjects (self and others), and aligning with other subjects, with respect to
any salient dimension of the sociocultural field.

According to his model, the process of taking stance comprises three parts: (1)
speaker evaluation of what is talked about, (2) speaker positioning (epistemic-
ity), and (3) alignment in communication, i.e., establishment of agreement or
disagreement.

Our work in the StaViCTA project was geared toward identifying multiple
aspects and categories of stance in written language, such as contrast and
conditionals [392], certainty/uncertainty [243], and the previously mentioned
agreement/disagreement [391]. While the initial efforts relied on preconceived
lists of seed/marker works associated with emotions and certainty/uncertainty
for practical reasons, later the researchers of StaViCTA took an utterance-based
approach to the analysis of speaker stance in communication based on the
identification of constructions that actually express stance on the occasion of
use [383]. An utterance here refers to a chunk of text between two delimiters
such as full stops. The researchers in linguistics defined a cognitive-functional
framework consisting of ten notional stance categories (presented in Table 2.1)
and prepared an annotation manual for labeling the textual data. The set of
stance categories was selected through a process involving analysis of previous
work in linguistics and CL, multiple discussions, test annotations based on small
data sets, and elimination/merging of several categories [390, 393]. Note that the
categories are not mutually exclusive, i.e., the same utterance could be labeled
with several categories by the annotator. Further details about our annotation
process and the resulting data set used for the practical purpose of training a
stance classifier are given in Chapter 5.
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Table 2.1: The stance categories defined in the StaViCTA project

Category Description Examples

Agreement and
disagreement

Expression of a similar or a different
opinion by the speaker You got it, it is so right; I beg to differ

Certainty Expression of confidence in the
truth of the utterance

I know that the bus is late; Without a
doubt, today was the hottest ever

Concession and
contrariness

Expression of a compromising or a
contrastive/comparative opinion

It’s quite good, though it could be better;
It’ll work for now, yet in due course it
needs to be replaced

Hypotheticals Expression of a possible conse-
quence of a condition

If it’s nice tomorrow, we will go; And if
you were in the mood we could at least
go

Need/
requirement

Expression of a request, recommen-
dation, instruction, or obligation

This ought to be done before noon; Place
the chicken in a 9x13 dish

Prediction Expression of a guess/conjecture
about a future event

I guess it’ll rain; I knew it would be a
good experience

Source of
knowledge

Expression of the origin of what is
said in the utterance

I saw her talking to Bill yesterday; We
perceived the problem at once

Tact and
rudeness

Expression of pleasantries or un-
pleasantries

Please, do come in; Bloody hell, are you
mad!

Uncertainty Expression of clear doubt about the
likelihood of the utterance

There might be a few problems; I was
under the impression that there wasn’t
one

Volition Expression of wishes and refusals
(inclinations and disinclinations)

We wanted the table by the window; I
wouldn’t do that even if you paid me

2.4 Computational Stance Analysis

The analysis of stance in written language reveals the feelings and attitude of
speakers (utterers) towards their own and other people’s utterances. From the
computational point of view, it is rather natural to draw parallels with the related
task of sentiment analysis discussed above in Section 2.2. Sentiment analysis is
normally considered as a classification problem over two or three classes, where
positive and negative define the basic polarity, and neutral is used to describe
a lack of attitudinal content. From the perspective of stance analysis, this is a
very simplistic ontology of subjectivity that is likely to be too restricted. While
the phenomena such as sentiment and subjectivity have enjoyed considerable
attention in the CL/NLP community [258,260,317], other phenomena related to
stance like belief, trust, and uncertainty have remained comparatively peripheral
(but there is a number of efforts to analyze uncertainty and speculation [144,442],
respectively).

With regard to computational analysis, research in CL/NLP has so far mainly
operationalized (and often restricted) stance in terms of speakers’ attitude towards
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a given topic and agreement/disagreement between speakers. The SemEval-2016
contest included a shared task on automatic stance analysis in Twitter texts,
focusing on the speaker’s for/against position with regard to a certain target,
such as climate change or certain US election candidates [296]. Mohammad et
al. [297] describe a state-of-the-art classifier that achieves an average F-score of
0.703 by using the features based on the particular targets present in this data set.
However, their experiments with a single model for all targets and experiments
with a data subset where opinions were expressed towards entities/topics other
than the given target have showed much lower results, which opens up for future
work.

The CL/NLP researchers in the StaViCTA project contributed to the body of
work on computational stance analysis by developing a classifier for the notional
stance categories presented in Table 2.1. Earlier investigations of NLP and ML
methods in the project indicated that a standard support vector machine (SVM) [326,
422] was suitable for text classification tasks for related categories such as
reputation [333] and speculation [392]. Therefore, SVMwas chosen as the initial
model for stance classification at the level of individual utterances/sentences. The
process of developing and training the classifier took place in parallel with the
annotation process, which was facilitated by the visual environment described
below in Chapter 5. Since the approach taken by the researchers in linguistics
meant that the stance categories were not mutually exclusive and the same
utterance could be potentially labeled with all the categories simultaneously, the
task of classification was a multi-label [430] problem rather than a more usual
multi-class one. To address this task, the classifier was implemented as a collection
of technically separate, independent binary SVM classifiers. Each binary classifier
detects whether a specific category of stance such as need/requirement is
present or not in the input utterance. The classifier is using n-gram features [279]
weighted with the TF-IDF method [354], and it is implemented with the Scikit-
learn library [321] for Python.

Since no suitable labeled data sets existed for our stance classification tasks,
had to pursue the annotation process as part of the project. It was evident
early that our training data set would be rather small, thus providing additional
constraints for the computational analyses. The CL/NLP researchers thus decided
to follow the active learning approach [369, 370, 422] for training the classifier.
After some initial experiments [390], the early annotation rounds took place for
the set of stance categories presented above in Table 2.1. Afterwards, the initial
version of the classifier was trained, and based on the state of the model, a batch
of yet unlabeled utterances was selected as the most promising candidates for
further annotation. This process was repeated in a loop of annotating text data,
re-training the classifier, and retrieving a set of utterances for the next annotation
round. Just as the data annotation process itself, the active learning process was
facilitated by the visual environment discussed in Chapter 5.
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In order to investigate ways to further improve the quality of stance classifica-
tion, the researchers in CL/NLP also conducted additional token-level annotations
of stance markers within the previously labeled utterances, arguing that local
cue words/chunks might signal the presence of stance categories and thus be
useful for classification [393]. A tool titled PAL was developed for the automatic
pre-annotation for this task [388]. The researchers then incorporated additional
annotations into the training process for a new version of the stance classifier that
was based on the logistic regression (LR) model [183]. At this stage, the set of stance
categories was also changed for practical reasons [386]: (1) volition was excluded
due to extreme scarcity of labeled data, (2) agreement and disagreement as well
as tact and rudeness were split into separate categories for better differentiation,
and (3) a category titled contrast [22] was introduced.

The output of the SVM- and LR-based stance classifiers for any given input
utterance, thus, comprises a set of up to 10 or 12 stance categories. The lack
of any detected categories means that the utterance is neutral. Besides these
categorical values, both classifiers provide a normalized measure of confidence
of the classification decision: the SVM-based classifier uses Platt scaling [326],
and the LR-based classifier provides a probability estimate [183] directly. These
values can be used for the analysis of classification results, for instance, by using
the methods developed within information visualization and visual analytics. A
brief overview of these disciplines is introduced in the next section.

2.5 Information Visualization and Visual Analytics

As mentioned in Chapter 1, one of the potential solutions for the issues of data
analysis involves the methods and techniques studied within the discipline of
information visualization (InfoVis). The standard definition of InfoVis is, arguably,
the one coined by Card et al. [64, p. 7]:

The use of computer-supported, interactive, visual representations of abstract
data to amplify cognition.

While the related discipline of scientific visualization (SciVis) [50, 100] maintains
close ties to the computer graphics community, focuses on spatial data, and
addresses tasks such as volume and flow visualization, InfoVis has developed
into a separate discipline during 1990s with a focus mainly on non-spatial,
abstract data. InfoVis draws inspiration from earlier work on visual design,
infographics, and statistical charts by designers such as Bertin [35] and Tufte [432].
In contrast to SciVis, InfoVis also has closer association with the discipline of
human-computer interaction (HCI) [331,373]. InfoVis makes use of research on
human perception and cognition [461] in order to facilitate the design of effective
and efficient visualization and interaction techniques. The main goal of InfoVis
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approaches is usually to support either exploratory data analysis [433] or visual
storytelling [368].

A typical InfoVis technique can be illustrated by the reference model proposed
by Card et al. [64], which defines several steps of data preprocessing and visual
encoding, at the same time supporting user interactions at various stages of
this pipeline. In addition to the traditional visual representations such as
tables, line charts, and node-link diagrams, over the years researchers in InfoVis
have proposed a large number of novel and complex visual metaphors for
representation of the corresponding data [427,487]. Visualizations can also follow
the strategy of coordinated multiple views [343, 455], combining a number of
interlinked representations rather than using a single integrated view that might
be too complex and confusing for the users.

Following some earlier attempts to categorize the existing visualization tech-
niques and define a design space for the new ones (e.g., see the work of Wehrend
and Lewis [468] in SciVis), researchers in InfoVis have created a number of catego-
rizations (taxonomies, typologies, etc.) of user tasks over the years. Shneiderman
has proposed a taxonomy that includes seven general data types and seven user
tasks, famous for its “Visual Information Seeking Mantra” [374, p. 337]:

Overview first, zoom and filter, then details-on-demand.

The complete list of tasks in this taxonomy includes “Overview”, “Zoom”,
“Filter”, “Details-on-demand”, “Relate”, “History”, and “Extract”. Brehmer and
Munzner [48] discuss a detailed multi-level typology of tasks addressing the why,
how, and what aspects. This typology could be used for task analysis at a deeper
level, if the ambiguity between the ends and means of tasks, i.e., the why and
how aspects, presents a problem.

The traditional InfoVis techniques mainly focused on representing the existing
data available from databases by introducing novel visual metaphors and interac-
tions. However, the level of support for various computational methods as part
of the complete analytical pipeline was rather low at that stage. Joint efforts from
the researchers and practitioners in data mining and InfoVis led to emergence
of visual data mining techniques [98,341] and, eventually, the discipline of visual
analytics (VA), which was described by Keim et al. [212, p. 157] as follows:

Visual analytics combines automated analysis techniques with interactive
visualizations for an effective understanding, reasoning and decision making
on the basis of very large and complex data sets.

The typical user tasks in VA include previously defined InfoVis tasks such as
“Overview” and “Filter”, but also the tasks related to computational methods
and the overall analytical process, e.g., “Adjust [the model parameters]” and “Guide
[the analyst through the workflow]”, as discussed by Kerren and Schreiber [219].
Interactions between the human analyst, the data, and both the computational
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and visual methods are crucial for the complete analytical process. One model
widely used in VA research is the sensemaking process model for intelligence
analysis by Pirolli and Card [325]. It comprises a sequence of abstract artifacts
and steps (e.g., external data, searching & filtering, and formulating a hypothesis)
connected with a number of local feedback loops and two global loops, one for
data foraging and one for sensemaking. The products of such a process are the
data schema/model, the hypotheses supported by the data, the hypothesis testing
results, and the accompanying insights that can be used by the analysts and/or
presented to other decision makers. Based on this more general model, Sacha et
al. [350] introduce a knowledge generation model for VA, where hypotheses and
insights are related to knowledge as the final product desirable by human analysts.
In a recent article, Andrienko et al. [15] propose to interpret the VA process as
building appropriate models for the respective problem domains rather than
analyzing the data for its own sake.

There are multiple fields of research within InfoVis and VA dedicated to
specific data types and properties, e.g., networks or geospatial data; we introduce
several areas most relevant to this dissertation below. Temporal data visualization
is one of the most important fields since time-varying data is present in a wide
spectrum of problems and domains, and time cannot be interpreted just as another
regular data dimension in most cases. Aigner et al. [4] provide a comprehensive
survey of time visualization techniques and complement it with an interactive
survey browser [421], which has itself been very influential for the visualization
community. Dynamic & streaming data visualization is concerned with the problem
of representing the data that is continuously arriving and, in the latter case,
eventually becoming unavailable; the visualization is usually expected to occur in
(near-)real time in this problem. Cottam et al. [89] discuss the taxonomy and the
design space for dynamic data visualization, and Dasgupta et al. [97] provide a
comprehensive survey of the streaming data visualization techniques. The survey
by Wanner et al. [458] focuses specifically on event detection in text streams, a
data type relevant to the subject of this dissertation.

Another important field of study is multidimensional data visualization, which is
concerned with visual representations of non-trivial data with a large number of
abstract dimensions/attributes. To address this problem, visualization techniques
often have to rely on clever metaphors, for example, glyphs [40,460] and parallel
coordinates [173]. A comprehensive survey of the existing visualizations for high-
dimensional data is provided by Liu et al. [267]. Besides encoding as many data
dimensions as possible with the visual representation, another possible strategy
is to select the most informative dimensions or to synthesize new ones. This
approach of dimensionality reduction (DR) was originally popularized as part of the
feature engineering process in machine learning (ML) and other computational
disciplines before its introduction into InfoVis and VA. The classic DR methods
include, for instance, principal component analysis (PCA) [204], which originates
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from the discipline of statistics. PCA essentially projects the original high-
dimensional data into a low-dimensional space defined by its principal components
as the dimensions or axes. The target space is typically two- or three-dimensional,
and it can be visualized with a standard scatterplot representation. While
PCA uses the source data in form of observations/items (rows) and attributes
(columns), another classic technique called multidimensional scaling (MDS) [39]
takes input in form of a distance matrix. Among the more recent DR techniques,
t-distributed stochastic neighbor embedding (t-SNE) [275] is arguably the most popular
one. This non-linear DR method attempts to position projections of the original
high-dimensional items in a low-dimensional space so that the neighborhood
between the pairs of items is preserved. DR methods have been widely used in
the visualization community, with some general guidelines described by Sedlmair
et al. [367] and Sacha et al. [351], among others.

Finally, the recent trend in InfoVis and especially VA is related to representation
and interaction with AI/MLmodels. Earlier work on this issue includes interactive
visualization for supporting decision tree construction [462], training text [172] or
video data [178] classifiers, and feature selection [271], for instance. Recent work
is covered by several survey articles, including the surveys on predictive visual
analytics [269], integration of ML models into VA [120], and interactive ML [112].

Interdisciplinary collaboration is a crucial aspect of InfoVis and VA. While
the example above indicated the rising interest for collaborations with AI/ML
communities, there are some fields within visualization that were established
quite a long time ago to address the needs of domains experts in the corresponding
disciplines. Some examples here include biological data visualization (BioVis) [216,
217] and software visualization (SoftVis) [113,437], for instance. The disciplines and
data domains most relevant to this dissertation include linguistics [218], digital
humanities [197], and social media [76]. One feature common for these three
areas is the usage of textual data. Collaboration between the domain experts
and researchers in InfoVis and VA would then involve visualization and visual
analysis of such data in order to make sense of it, possibly including sentiment
and stance concepts and analyses introduced above. An in-depth look into text
visualization and then sentiment and stance visualization in relation to more general
InfoVis and VA approaches described above will be discussed in the next chapter.

2.6 Summary and Challenges

This chapter has provided a brief introduction to the research topics in linguistics
and computational linguistics / natural language processing relevant to this
dissertation. We have also described the origins, main tasks, and research fields
within the disciplines of information visualization and visual analytics, which
provide us with a background for a detailed discussion of more specific fields in
the scope of these disciplines.
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Based on the discussion of the well-established research on sentiment anal-
ysis in linguistics and CL/NLP, we can summarize the corresponding general
properties and challenges of sentiment visualization as follows:

• there is a need to support visualization of a variety of tasks related to
sentiment analysis, ranging from subjectivity detection to emotion analysis
and stance analysis;

• there is a need to support the data specific to the sentiment analysis model
(e.g., lexicon-based or ML-based) and scope (word-level, utterance-level,
etc.); and

• there is a need to support a variety of data domains and user tasks
existing in research and applications of sentiment analysis, which range
from theoretical research in linguistics and NLP to social media and
news monitoring, thus implying the usage of various visual channels and
representations.

Based on the discussion of the previous research on stance in linguistics and
the rather scarce work on computational stance analysis in CL/NLP, the general
research challenges of stance analysis and stance visualization can be summarized
as follows:

• there is a need for large-scale studies of stance in linguistics based on
notional functional-semantic categories rather than single words;

• there is a need for stance-annotated text data sets for analysis and ML
purposes from multiple domains and genres, including social media, which
are labeled not only with regard to the speakers’ for/against positions,
but also other fine-grained categories of stance;

• there is a need for corresponding annotation tools (which could use visual
methods, among others) that would explicitly support the data types and
categories discussed above and decrease the overall complexity, duration,
and cost of the annotation process;

• there is a need for effective stance classification models and methods that
could be used for research and applied purposes, for instance, identification
of stance in Twitter texts for a social media monitoring application; and

• there is a need for effective visualization and interaction techniques to
facilitate the annotation, exploration, and presentation/dissemination stages
of stance analysis.

In order to arrive at such stance visualization techniques, in the next chapter we
will firstly discuss the design space of text visualization as part of InfoVis and VA,
and then we will use it to derive a more specialized design space for sentiment
and stance visualization.
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In this chapter, we focus on the analysis of related work in sentiment and
stance visualization and synthesis of a design space based on a fine-grained
categorization. To identify and categorize the relevant existing work, firstly
we have to start with a more general field of text visualization. We briefly
describe our categorization, an online survey browser, a manually curated data
set of visualization techniques, and additional analyses carried out with this
data. Then we introduce our detailed categorization of sentiment and stance
visualization techniques, discuss the existing works, and analyze the general
trends and patterns discovered in this field. This chapter provides us with the
understanding of both best practices to follow and research gaps to address with
the sentiment and stance visualization approaches introduced in the rest of this
dissertation.
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3.1 Text Visualization

The interest for text visualization and visual text analytics has been increasing
for the past 10–15 years. The reasons for this development are manifold, but for
sure the availability of large amounts of heterogeneous text data (caused by the
popularity of online social media) and the adoption of text processing algorithms
(e.g., for topic modeling) by the InfoVis and visual analytics communities are
two possible explanations. Inspired by the TreeVis.net [364] and TimeVis [4,
421] projects, in this section [236]1 we describe an interactive visual survey of
text visualization techniques that can be used for getting an overview of the
field, teaching purposes, and finding related work based on various categories
defined in a survey categorization, which was introduced in our previous poster
paper [235]. As of February 2019, our web-based survey browser is available at

http://textvis.lnu.se/

The term “text visualization” is typically used for information visualization
techniques that in some cases focus on raw textual data, in other cases on results
of text mining algorithms. In the same way, they can be rather general or very
specialized and dedicated to specific analytic tasks or application domains. This
is the reason why we have decided to construct a categorization with numerous
categories and category groups that is exploited by the survey browser in order to
facilitate the interactive exploration of the current set of entries. Our visual survey
has been implemented as an interactive web page and includes 430 techniques2 at
present originating from peer-reviewed work in InfoVis, VA, and other relevant
research fields. After a short discussion on relevant surveys in the following
subsection, we highlight the categorization used by our survey browser, some
implementation details, and the results of analyses conducted on the collected
entries data in the remainder of this section.

3.1.1 Text Visualization Categorization

There are a number of survey papers in the literature that focus on text visual-
ization or its specific subproblems. Šilić and Bašić [379] classify about 30 text
visualization methods with regard to data source, underlying text representation
& processing method, temporal aspects, and supported user interactions. Alencar
et al. [7] describe roughly 30 techniques by means of data source, underlying
text representation, visual metaphor, layout, and supported user tasks. Gan et
al. [142] discuss approximately 40 techniques with regard to data source, user

1This section is based on the following publication: Kostiantyn Kucher and Andreas Kerren. Text
visualization techniques: Taxonomy, visual survey, and community insights. In Proceedings of the
IEEE Pacific Visualization Symposium, short paper track, PacificVis ’15, pages 117–121. IEEE, 2015.
doi:10.1109/PACIFICVIS.2015.7156366 © 2015 IEEE.

2Please note that our text and sentiment visualization surveys focus on techniques rather than
publications, see Section 3.2.2.

http://textvis.lnu.se/
https://doi.org/10.1109/PACIFICVIS.2015.7156366
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Figure 3.1: Histogram of the collected text visualization techniques set (430
techniques in total as of February 6, 2019) with regard to the publication year.

tasks, visual representation, and supported interactions. Nualart-Vilaplana et
al. [311] categorize about 50 techniques on the basis of data source, underlying
text structure & corresponding processing method, support for temporal aspect
(as well other special data properties), data domain, and visual metaphor. The
work of Wanner et al. [458] on event detection in texts classifies approximately 50
visualization approaches with regard to data source, text processing methods,
event detection methods, visualization representations, and tasks. Table 3.1
provides an overview of all these surveys and the categorizations they used.

Finally, the aforementioned visual survey projects use dimensionality, visual-
ization metaphor, and visual alignment to classify tree-oriented techniques [364];
and data properties, temporal properties, and visual representation to classify
time-oriented techniques [4, 421].

We have arranged a categorization with multiple categories and category
groups in order to classify the techniques with fine granularity. The categorization
presented in Table 3.2 is the result of refinements occurring while categorizing
entries for the survey, i.e., the choice of concrete categories is motivated by
the underlying data. The collected set of text visualization techniques includes
430 entries as of February 6, 2019, and it is mostly based upon publications
from 2006–2018 (see Figure 3.1) with some earlier examples such as the original
description of the tag cloud technique [289] going as far as 1976. While we
cannot claim that our classification is absolutely definite (numerous techniques
have been ambiguous, especially in case of hybrid approaches), we have tried
to base the choice of categories for particular entries on the description and
claims of the original author(s). For example, certain techniques could be easily
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applied to domains other than originally described, but we do not reflect that in
our choice of categories for those techniques. On the other hand, some papers
mentioned specific domains only for the sake of giving examples, though the
corresponding techniques were not tailored for those domains. In such cases, we
have not assigned entries to the domains. In the remainder of this subsection, we
briefly introduce the categories comprising our categorization and provide some
references to prominent examples, with a much more detailed discussion of most
categories below in Sections 3.2 and 3.3.

3.1.1.1 Data Aspects

First of all, the domain category group describes the dedicated data domains a
technique was developed for.

Online Social Media Twitter, Facebook, blogs, forums, etc. [103].
Communication We include email, instant messaging logs, or snail mail
letters into this category [413].

Patents Official patents for detailed disclosure of inventions [99].
Reviews / (Medical) Reports This category denotes user reviews, medical
report data, and reviews & reports from other sources [453].

Literature/Poems Various artistic, historical, and documentary texts [403].
Scientific Articles/Papers Scientific texts of various genres and fields [394].
Editorial Media Text data from organizations (newspapers, etc.) as well as
pre-moderated websites (e.g., Wikipedia) [412].

We have decided to even categorize the techniques with regard to both data
source and special data properties (if any supported). Data sources include the fol-
lowing self items: Document [465], Corpora [337], and Streams [231].
The special data properties include Geospatial [106], Time series [134],
and Networks [62].

3.1.1.2 Analytic Tasks

This category group describes high-level analytic tasks that are facilitated by
corresponding techniques: these categories are critical to the main analysis goals
that users expect to achieve when employing a text visualization technique.

Text Summarization / Topic Analysis / Entity Extraction We have decided
to combine entity extraction/recognition with topic analysis/modeling in
a single category item, since visualization techniques treat entity names
simply as topics in many cases encountered by us [116].

Discourse Analysis This category concerns the linguistic analysis of the
flow of text or conversation transcript [16].
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Stance Analysis This category is associated with the techniques facilitating
analysis of stance, as discussed in more detail in Section 3.3.

Sentiment Analysis We have used this category for techniques related to
the analysis of sentiment, opinion, and affect—see Section 3.2 for more
details.

Event Analysis While event analysis and visualization is in fact a separate
subfield [458], some of the corresponding techniques deal with the extrac-
tion of events from the text data or involve visualization of text in some
different manner [272].

Trend Analysis / Pattern Analysis This category denotes the tasks of both
automated trend analysis and manual investigation directed at discovering
patterns in the textual data [492].

Lexical/Syntactical Analysis We have included this category to represent
various linguistic tasks, for instance, analysis of lexemes and sentences in
poems [465].

Relation/Connection Analysis This category is dedicated to comparison of
data items, including the analysis of explicit relationships exposed by
visualizations [483].

Translation / Text Alignment Analysis We use this category for corpus lin-
guistics tasks, for instance [147].

3.1.1.3 Visualization Tasks

This category group describes lower-level representation and interaction tasks
that are supported by the text visualization techniques. In comparison to analytic
tasks, we have included more instrumental items here, for example, clustering
could be used in various visualizations as merely an auxiliary feature.

Region of Interest This task denotes the automatic highlighting/suggestion
of data items/regions that could be of interest to the user for more detailed
investigation, including peaks and outliers [345].

Clustering/Classification/Categorization Here, we combine several tasks
related to (semi-)automatic tagging or grouping of data elements [61].

Comparison This category denotes the comparison of several entities facil-
itated by the visualization technique, e.g., laying out several objects side
by side or marking discrepancies [261] (also see the survey by Gleicher et
al. [148]).

Overview We use a very general notion of “overview” for this item, in-
cluding both techniques that provide “the big picture” by displaying a
significant portion of the data set as well as techniques which use special
aggregated representations to provide overview while reducing the visual
complexity [190].



32 CHAPTER 3. RELATED WORK AND DESIGN SPACE

Monitoring This task is related to visualization techniques that are designed
to alert users to the changes in the dynamically updated data [59].

Navigation/Exploration We use this category for techniques that facilitate
the process of navigating around the data set, while possibly switching the
visual representations or underlying data types [262].

Uncertainty Tackling This category—which is currently not very prominent
in the present techniques—is generally related to techniques that han-
dle and/or visualize uncertainty in source or processed data as well as
uncertainty in computations [481].

3.1.1.4 Visualization Approach

Finally, to categorize the techniques with regard to the used visualization ap-
proach, we use three groups of categories. While visual dimensionality does not
require additional description, we list the others. Representation includes the
following items: Line Plot / River [93,167], Pixel/Area/Matrix [16,83,113],

Node-Link [464], Clouds/Galaxies [5,14], Maps [473], Text [344],
and Glyph/Icon [99, 406]. Alignment, i.e., layout, includes Radial [481],

Linear/Parallel [84], and Metric-dependent [259].

3.1.2 Interactive Browser

We have implemented our visual survey as an interactive HTML/JavaScript
page that merely requires a modern web browser for access, see Figure 3.2 for a
screenshot. The survey browser has a main view with a collection of thumbnails
(ordered by time) that represent the individual visualization techniques as well as
filter controls that include a text search field, a publication year range slider, and
category radio buttons. Since the included technique entries may be assigned
with arbitrary sets of category tags, and the filtering is based on logical “OR”
operation, the interface contains additional category filters for “Other” entries to
support precise filtering, e.g., to display only entries that are not associated with
any domain.

After clicking on an entry’s thumbnail image, the corresponding details are
displayed in a dialog box. Here, a slightly larger thumbnail, a complete list of
assigned category tags, a bibliographical reference, a URL (optional), and a link
to a BibTeX file (if available) are displayed, as seen in Figure 3.3.

We have also provided an additional form for authors who wish to add a new
entry to our survey. The form generates a JSON entry [206] that can be sent to us
via email to prevent direct manipulation of the survey browser content. Finally,
we visualize some basic statistics about the current entry set in the “About” dialog.
Since the techniques can be assigned with multiple category tags, the sets of
corresponding techniques overlap for sibling categories—therefore, we currently
use simple bar charts for showing the statistics.
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Figure 3.3: Details of a survey entry in TextVis Browser.

3.1.3 Discussion and Analysis

Our decision to design a rather extensive categorization was motivated by the
need for fine-grained technique search or filtering as well as for the comparison
of entries. We have compared our resulting categorization to the ones described
in the related text visualization surveys (cf. Table 3.1). In order to match the
categorizations, we have mapped the categories used by the other surveys
into several fine-grained categories. We have not included the category “event
detection methods” into the comparison, since it is used only by a single, more
specialized survey. As displayed in the table, our categorization includes most of
the categories except for two: we believe that the underlying data representation
(e.g., bag-of-words vs language model [379] or whole text vs partial text [311])
is more relevant to the underlying computational methods than to observable
visualization techniques. And the same naturally holds for data processing
methods (e.g., the specification of involved MDS methods [7]) that are partially
covered by other categories in our categorization, for instance, the analytic task
of topic analysis implies the usage of corresponding computational methods.
However, we do not negate the possibility of extending our categorization as part
of the future work.

Using the data collected for the survey, we have been able to analyze the
general state of the text visualization field, to compare the usage of various
analysis and visualization techniques (with regard to our categorization), and to
analyze the information about researchers in this field. According to our current
set of entries, the trend for rapid increase of text visualization techniques started
around 2006 (cf. Figure 3.1). With regard to category statistics presented in
Table 3.2, there is an obvious interest for tasks related to summarization and
topics (66% of all entries). The majority of the techniques support corpora as
data sources (80% of all entries), and a lot of them support time-dependent
data (47% of all entries). Another result—which is probably expected—is that
only 6% of all entries use 3-dimensional visual representations.
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Table 3.3: Authorship count distribution for text visualization techniques

#techniques 1 2 3 4 5 6 7 8 9 10 12 13 17 28

#authors 874 135 52 20 15 13 5 3 3 1 2 1 1 1

Note: the current data set includes 430 techniques and 1,126 authors in total.

Figure 3.4: Co-authorship network for the text visualization survey entries (as
of February 6, 2019) visualized in Gephi with force-directed layout algorithms.
Note the giant connected component in the center containing 315 author nodes.

We have also taken a look at the authorship statistics for the current data set.
The top five authors with regard to number of techniques are Daniel A. Keim
(28 entries), Shixia Liu (17 entries), Christian Rohrdantz (13 entries), Christopher
Collins (12 entries), and Huamin Qu (12 entries). As seen from Table 3.3, besides
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a large number of authors with one or two contributions, the research community
includes a core group of researchers with three or more techniques.

After extracting the co-authorship network (1,126 nodes, 2,672 edges), we
have analyzed it with Gephi [26]. As seen in the drawing in Figure 3.4 (laid
out with ForceAtlas and ForceAtlas2 algorithms), the majority of author nodes
are included into isolated connected components of small sizes (less than 15
nodes) while there is a giant connected component with 315 nodes and 1,095
edges present in the graph. The major clusters in that component include the
aforementioned authors as cluster center nodes. The fact that research groups
from Germany, China, and the United States are so active in the field of text
visualization is quite interesting when we set this in relation to the geolocation
statistics of visits to our interactive survey browser (according to Google Analytics
by mid-February 2019) that list the United States, Russia, China, Germany, and
the United Kingdom as the top 5 user locations.

We have also analyzed several network centralities [308] in this co-authorship
network. We were mostly interested in the betweenness centrality, because it has
the largest effect on the research impact in comparison to other centralities in
co-authorship networks, as shown by Li et al. [252]. The largest betweenness
values in the current network are associated with Jaegul Choo, Niklas Elmqvist,
Shixia Liu, Daniel A. Keim, and Ross Maciejewski, who are all active contributors
in the text visualization community.

A GMap [143] was also generated to facilitate the exploration of the current
co-authorship network. The resulting map is available online3.

3.2 Sentiment Visualization

The analyses of more than 400 techniques and the corresponding metadata in the
previous section provide evidence about text visualization being an active field
of research with multiple data domains and tasks involved. Our categorization
of text visualization techniques introduced in Section 3.1.1 was influenced by the
existing survey articles. However, if we focus more specifically on the existing
work in sentiment4 visualization, we can discover that this subfield has not been
covered by any comprehensive survey yet, as discussed below in Section 3.2.1.
Therefore, our description of the sentiment visualization design space and a
survey of existing techniques can be beneficial for visualization researchers
working on this problem—there is already a significant body of work involving
sentiment visualization which can be difficult to explore since the publications
are scattered across a large number of outlets and disciplines. Our survey can

3http://gmap.cs.arizona.edu/map/9143/ (last accessed in February 2019)
4The term sentiment is used here and below synonymously with terms like emotion, affect, attitude,

and so on, unless a more specific term is required.

http://gmap.cs.arizona.edu/map/9143/
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also be useful for researchers from other fields as well as practitioners interested
in visualization / visual analysis methods for sentiment data.

In this section [240]5, we discuss the design space for sentiment visualization
and provide a survey based on the collection and analysis of a substantial
number of sentiment visualization techniques described in peer-reviewed papers
in InfoVis, VA, and other disciplines (NLP, DM, etc.). To refine our categorization,
discover interesting patterns, and facilitate data exploration for the readers, we
have developed an interactive survey browser available (as of February 2019) at

http://sentimentvis.lnu.se

In this survey, we have limited ourselves only to visualization techniques based on
the analysis of text data, and have not included visualization techniques related
to emotion measurement with the help of brain-computer interfaces (as opposed
to emotions discovered in text) or similar approaches. We refer the interested
readers to the survey by Cernea and Kerren [67] that covers the corresponding
research area. Another related field that concerns itself with analysis and, in
some cases, visualization of opinions is social network analysis. For example, Du
et al. [109] discuss OpinionRings, a visualization technique for networks with
explicit user opinion values. Since such approaches do not involve text data, we
have considered them to be beyond the scope of this survey.

The rest of this section is organized as follows. Section 3.2.1 provides a
discussion of existing visualization surveys relevant to our work. Afterwards,
we discuss our methodology, categorization, and initial statistical results for the
collected data in Section 3.2.2. Sentiment visualization techniques are discussed
according to the categorization in Sections 3.2.3–3.2.5. We discuss our interactive
survey browser, findings, and perspectives for the research field in Section 3.2.6.

3.2.1 Related Surveys

Sentiment visualization has not enjoyed the same level of interest in system-
atic/comprehensive reviews compared to other visualization areas that are also
related to data extracted from text, such as the visualization of topic models or
events. Only a few text visualization surveys include analysis and visualization
of sentiment/opinion as one of their categorization aspects. An example is the
survey on the visual analysis of events in text data streams written by Wanner
et al. [458]. They select polarity extraction as one of the text processing methods
used in visual analytics systems: it was utilized by 14 out of 51 papers included
in their report. Several surveys mention sentiment and affect analysis as a potential
feature extraction method for text visualization, for instance, the paper by Risch
et al. [341] in the context of visual analytics (without any examples) or the paper

5Sections 3.2 and 3.3 are based on the following publication: Kostiantyn Kucher, Carita Paradis,
and Andreas Kerren. The state of the art in sentiment visualization. Computer Graphics Forum,
37(1):71–96, February 2018. John Wiley & Sons Ltd. doi:10.1111/cgf.13217 © 2017 The Authors.

http://sentimentvis.lnu.se
https://doi.org/10.1111/cgf.13217
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by Šilić and Bašić [379] in connection with text stream visualization (with a single
example). Given the total amount of work on sentiment visualization, there is
clearly a gap in this area in the visualization survey literature.

To the best of our knowledge, there are only several existing surveys focusing
on sentiment visualization techniques. Boumaiza [42] aims to provide a sur-
vey of sentiment and opinion visualization techniques with the focus on social
media texts. The author does not provide clear criteria and a clear categoriza-
tion/taxonomy, though. In consequence, numerous techniques are included that
are not directly related to sentiment visualization (or even visualization per se);
this makes it difficult to navigate the survey and use it for reference. By our
estimate, that work mentions around 35 peer-reviewed sentiment visualization
techniques. Shamim et al. [371] provide an overview of 11 techniques and classify
them according to visual metaphor. However, the focus of that work is not on
categorization, but rather on evaluation: the authors conduct a study to compare
the techniques with regard to metrics such as user-friendliness or usefulness. In
contrast, our survey focuses on the categorization of a much larger number of
techniques with regard to multiple aspects related to computational model, data,
user tasks, and visual representation.

3.2.2 Survey Methodology

The steps that we took while working on this survey are summarized in Figure 3.5.
The overall methodology can be compared to the model described by Pirolli and
Card [325], which was adapted to scientific literature analysis by Beck et al. [29].

Based on our previous work on text visualization [236] discussed in Section 3.1,
we started with an initial set of text visualization techniques related to sentiment
as well as an initial categorization applicable to such techniques. We should state
that we use a technique as a unit for this survey as opposed to a publication—
therefore, we describe several cases below where multiple techniques originate
from the same publication. Since our survey includes work not only from InfoVis,
but also from VA and even non-visualization disciplines, a single technique does
not necessarily mean a novel metaphor/representation, but also an approach or
a system relevant to sentiment visualization.

In addition to the initial set of techniques, we have conducted a search in
several visualization outlets: IEEE TVCG, Information Visualization, Computer
Graphics Forum, IEEE CG&A, and Journal of Visualization as well as proceedings
of IEEE InfoVis, IEEE VAST, EuroVis, IEEE PacificVis, TextVis workshop, ACM
CHI, ACM IUI, IV, IVAPP, and VINCI. We have also conducted a search in IEEE
Xplore, ACM DL, and Google Scholar using such key phrases as “sentiment
visualization”, “emotion visualization”, and “opinion visualization” (considering
only literature in English). Finally, we have investigated references from related
surveys as well as already detected research publications. We have also con-
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Figure 3.6: Histogram of the collected techniques set (167 techniques in total as
of February 6, 2019) with regard to the publication year.

tinued updating our survey with additional entries after the publication of the
corresponding article [240] in 2017.

Selection Criteria We have used the following criteria for including/excluding
techniques in our survey:

• a technique must be related to visualization of sentiment associated with
text data (either extracted automatically or annotated manually);

• a technique must be illustrated by at least a single figure in the correspond-
ing publication;

• a technique must be described in a peer-reviewed publication (including
poster papers and extended abstracts);

• since we are focusing on techniques as opposed to publications, incremental
work in several papers by the same authors is not considered as separate
techniques; and

• a technique must actually involve an implementation used for visual
representation or analysis (possibly even without interactive features) as
opposed to figures generated with third-party tools solely for illustrative
purposes in the respective publication.

Some of the candidate techniques had to be excluded with regard to the criteria
above. Brath and Banissi [46] discuss the usage of text layout and font attributes
for the purposes of text-related data visualization and mention sentiment analysis
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Table 3.4: Publication statistics for sentiment visualization techniques

Outlet Number

IEEE TVCG 13
IEEE VAST 10
ACM CHI 9
ACM IUI 6

CGF 5
Inf Vis 5
TextVis 5
VINCI 5
EuroVis 3
IVAPP 3
AVI 3

IEEE VIS 2
IEEE PacificVis 2
IEEE VISSOFT 2

ACM TiiS 2
J Vis 2

VIS4DH 2
ESIDA 2
CDVE 2
CLIHC 2

Others 10

Total 95

Outlet Number

AAAI ICWSM 4
IEEE THMS 3
ACM TIST 3
WWW 3
HICSS 3

IEEE NLP-KE 2
IEEE DSAA 2
IEEE ICDMW 2

Inf Process Manag 2
Decis Support Syst 2

WIMS 2
iiWAS 2

Others 42

Total 72

Note: Statistics are provided with regard to the respective publication outlets in visualization (left)
and other (right) disciplines. Information about outlets with a single technique is combined in the
penultimate row.

as one of the possible applications, however, the sentiment values are not directly
visualized by their technique. OpinionRings by Du et al. [109] use network data
explicitly labeled with user opinions as opposed to extracting the data from
text—we have also not included Opinion Space by Faridani et al. [126] for the
same reason. Li et al. [256] mention a visualization module used in their opinion
mining system, but provide no further details or figures, so it is impossible to
analyze it. The same applies for the work by Oliveira et al. [316] which lacks
any figures of their visualization technique SentiBubbles. Saif et al. [353] discuss
SentiCircles, a vector space representation useful for sentiment analysis which
can directly be interpreted visually, however, the authors demonstrate this only
for illustrative purposes.
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Figure 3.7: The mapping of our categorization aspects (highlighted in yellow) to
the sentiment visualization pipeline. Reprinted from [240] © 2017 The Authors.

Chosen Publications/Techniques The resulting set of sentiment visualization
techniques comprises 167 entries discussed in publications from a wide range of
journals and conferences. Statistics for publication outlets in Table 3.4 provide
us with an insight that researchers from multiple non-visualization disciplines
have demonstrated interest for sentiment visualization (based on the variety of
outlets), thus reinforcing our claim for the importance of this research problem.
The analysis of temporal distribution (see Figure 3.6) shows that a stable interest
for the problem emerged in mid-2000s and strongly increased in the beginning
of 2010s.

Categorization The initial version of the categorization was based on our
previous work related to text visualization [236]. Inspired by the VA pipeline
model by Keim et al. [212], the model presented in Figure 3.7 treats the resulting
sentiment visualization as a combination of the general InfoVis approach and
computational methods, both applied to text data. The design space aspects
used in our categorization (highlighted in yellow) vary from general to specific
(left to right). These 7 aspects, or groups, include the total of 35 categories
listed in Table 3.5. The categorization facilitates the search for visualization
techniques and corresponding publications for interested readers based on their
data, required analytic and visualization tasks, and even specific encodings used
for sentiment. In the next several subsections, we discuss the individual categories
and corresponding prominent examples; for full details on each technique’s
categorization, see the interactive online browser discussed in Section 3.2.6.
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3.2.3 Data Aspects

Every sentiment visualization technique relies on certain data, and both higher-
level (for instance, the original domain) and lower-level (e.g., source representa-
tion) data aspects affect the later stages of the pipeline.

3.2.3.1 Data Domain

Most sentiment visualization techniques are designed with a specific data domain
in mind, some of which have been historically or currently associated with
sentiment analysis and opinion mining tasks in visualization, NLP, and DM
communities.

A prominent example of such a domain that provides a lot of text data
suitable for sentiment analysis is Online Social Media including forums,
blogs, microblogs, and social networks. It is no surprise that the majority of
techniques in our data (around 60%) support this category. Some of the early
examples include MoodViews by Mishne and de Rĳke [291], an NLP system for
the analysis of affect (“mood”) in blogs which uses explicit mood tags provided
by users as well as predicted mood levels for at least 132 mood types proposed by
the blog platform. The system applies basic line plots for temporal visualization,
and allows the users to interactively investigate salient terms and phrases for
selected time intervals. Ink Blots by Abbasi and Chen [1] is a technique for
exploration of documents and corpora that uses a simple bubble metaphor to
mark regions of interest in communication and social media (i.e., forums) texts.
With the development of microblogs, more and more techniques started to focus
on this data. Diakopoulos et al. [103] describe Vox Civitas, a visual analysis tool
for investigation of sentiment, relevance, and salient keywords in social media
posts related to public events, which uses a pixel-based stacked bar timeline to
represent sentiment values. TwitInfo by Marcus et al. [281] is a visual event
analysis system for Twitter streams which supports sentiment polarity detection.
The aggregated polarity value is visualized with a pie chart, and the polarity
for individual documents is encoded as color of the corresponding markers in
a geographical map view. Other examples for this category include BLEWS
by Gamon et al. [141], ForAVis by Wanner et al. [456], webLyzard by Scharl et
al. [361], MoodLens by Zhao et al. [493], Whisper by Cao et al. [59], OpinionFlow
by Wu et al. [480], PEARL by Zhao et al. [492], SentiCompass by Wang et al. [448],
and many more.

Communication such as emails and chats can also be subject to sentiment
analysis and visualization (used by 10% of techniques). The earliest example in
our data is CrystalChat by Tat and Carpendale [413], a visualization technique
for personal chat history that represents individual messages as circles and
organizes them in a 3D layout with regard to temporal order and chat contact.
The technique encodes the emotional content of conversations based on detected



3.2. SENTIMENT VISUALIZATION 45

emoticons as the background plane color. Another technique for communication
texts is described by Gobron et al. [150], and it is a rather unusual emotion
visualization technique bordering on computer graphics rather than InfoVis.
The authors use the Facial Action Coding System (FACS) to create animated 3D
avatars whose faces convey the emotions related to the corresponding text data.
Chen et al. [75] conduct visual analysis of chat logs using emoticons classified by
valence/polarity. Mail data is supported by Ink Blots by Abbasi and Chen [1], the
work of Mohammad [294], 5W Summarization by Das et al. [96], the technique
by Guzman [160], and TargetVue by Cao et al. [61].

Before the rise of social media, sentiment analysis was almost solely used to
analyze product reviews and customer feedback. The category Reviews /

(Medical) Reports is supported by 23% of sentiment visualization techniques,
including the ones such as Affect Inspector by Subasic and Huettner [407] which
uses star plots to visualize affect profiles of text documents, including movie
reviews. Pulse by Gamon et al. [140] uses a tree map to represent a clustering
of sentence-level sentiment classification of car reviews. Opinion Observer by
Liu et al. [261] provides a visualization of customer opinions using modified
bar charts. AMAZING by Miao et al. [288] is an opinion mining system for
product reviews that visualizes NLP processing results with a line chart (using
the review timestamps) and a pie chart (a simple summary for the proportion
of positive/negative reviews). In general, a lot of techniques in this category
originate from NLP and DM rather than the visualization community, focus
mostly on the analytical part, and use rather simple visual representations and
interactions. In contrast, Chen et al. [73] use multiple analytical and visualization
techniques for investigation of conflicting opinions in customer reviews. Hao
et al. [164] present four novel visualization techniques for customer feedback
analysis: pixel sentiment geo map, key term geo map, pixel-based sentiment
calendar, and self-organizing term association map. Some other examples for this
category include the map of opinion clusters introduced in the work by Oelke
et al. [312], OpinionSeer by Wu et al. [481], and comparative relation maps by
Xu et al. [483]. While this category is not attracting as much interest from the
authors of sentiment visualization techniques in the past years as it used to, there
are still some works supporting it that were published recently. For instance, Xu
et al. [482] propose a visual analytics approach for analyzing controversy and
diverging sentiments in reviews. Their implementation visualizes the detected
aspect-level sentiments and derived controversy indexes with multiple visual
representations including bubble charts, pie chart glyphs, and sunburst charts.
Bader et al. [24] introduce Plutchik Radar, a star plot based on the emotions
from the Plutchik’s wheel model detected in movie reviews. Similar data is also
supported by the Emotion Map technique by Topal and Ozsoyoglu [423] that
uses a heat map to represent the detected occurrences of four categories of affect:
sensitivity, pleasantness, aptitude, and attention.
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Literature/Poems is a surprisingly underrepresented domain with regard
to sentiment visualization techniques, which includes only nine entries or ap-
proximately 5% of our current data set. Subasic and Huettner [407] demonstrate
how their Affect Inspector can be applied for affect analysis of a poem by T.
S. Eliot. Affect Color Bar by Liu et al. [262] uses a pixel-based metaphor to
represent the emotions associated with text document segments. The resulting
visualization provides an overview of affective structure as well as navigation
over the text. The work of Mohammad [294] focuses on analysis of emotions
in mail and books that is based on lexical matching of terms associated with
eight emotions as well as positive and negative categories. The author uses
multiple basic representations such as line plots, bar charts, and word clouds to
analyze the distribution and temporal trends of emotion-bearing word usage in
individual documents and corpora. Finally, Weiler et al. [469] apply their text
stream analysis and visualization system called Stor-e-Motion for a combined
text of the whole “Harry Potter” series. The resulting visualization represents
sentiment as a river-like stream graph with an overlay of salient topic terms
list for each time interval (in this particular case, position in text is treated as
timestamp).

We did not expect to find a lot of work focusing on sentiment visualization in
Scientific Articles/Papers due to the style standard in this genre. The few

existing techniques (2%) detect polarity or stance in text that surrounds citations
and use this information for analysis and visualization of citation networks.
Schäfer and Spurk [356] classify polarity and reuse of citations in scientific articles
and use the classification results for color coding of the citation graph edges.
The work of Wang et al. [454] involves polarity classification and visualization of
citations to represent a citation graph for paper review purposes.

The last category of data domains is Editorial Media such as news or
pre-moderated websites (e.g., Wikipedia), and this category is supported by 14%
of techniques. Some of the early examples here include SATISFI, “Sentiment
and Time Series: Financial Analysis System” by Taskaya and Ahmad [412],
which uses lexical matching with specific markers to analyze the polarity of
financial news documents. The polarity values are aggregated and treated as
time series which are visualized with simple line plots. Fukuhara et al. [137] use
line charts to visualize topic data associated with eight affect categories in news
and blogs, and vice versa, affect data associated with a specific topic. Gamon et
al. [141] describe BLEWS, a system dedicated to the analysis of relations between
news articles and political blog posts that refer to such articles. The number of
detected subjective posts is encoded visually as the amount of glow around the
corresponding bars representing the number of liberal and conservative blog
posts. Zhang et al. [490] introduce Sentiment Map, a lightweight visualization
based on a geographical map. The tool detects eight emotion categories in news
articles over time and visualizes the resulting time series with line plots for
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corresponding geographical regions based on the zoom level. In contrast to some
of these techniques with simple and standard representations, TextWheel by Cui
et al. [93] introduces a combination of several complex and novel representations
for monitoring of sentiment associated with specific entities in the news streams.
Some of the representations used in the system include a radial node-link diagram
representing relations between entities (a keyword wheel), a U-shaped transportation
belt that acts as a substrate for moving document glyphs, and a significance trend
chart that is represented by a line plot.

We have also found several techniques (around 5%) that are not designed
for any particular data domain. Duan et al. [111] describe VISA, a system for
temporal aspect-based visual sentiment analysis which extends the more general
system TIARA with sentiment analysis capabilities. VISA uses a river-like stream
graph with embedded tag clouds as well as several auxiliary views (pie charts,
bar charts, text views) with multiple interactions to support a number of user
tasks. The authors demonstrate VISA with a use case involving hotel reviews
data, but their approach is not specific to this data domain. Semantize by Wecker
et al. [467] is a lightweight web-based visualization technique that uses font
style and background color to encode the word-level polarity, sentence-level
subjectivity, and paragraph-level polarity directly in the HTML document. Gold
et al. [154] list sentiment polarity as one of the possible annotation types for their
Lexical Episode Plots technique. In this case, particular words as well as bar
segments representing text document regions can be highlighted to facilitate the
understanding of affective structure of the text. Typographic Set Graph by Brath
and Banissi [47] provides a map representation of a word-emotion association
lexicon. This technique manages to simultaneously represent membership of
individual words in ten sets (eight emotion and two polarity categories) by using
font style and color. Huang et al. [184] describe a visual interface for facilitating
the active learning process for a machine learning classifier. They demonstrate
their approach with a data set involving customer reviews and the task of polarity
labeling and classification; the provided visual representations (a DR projection
scatterplot, a force-directed graph diagram, and a chord diagram) support color
coding for the negative and positive categories, however, the approach in
general is not specific to these. Finally, ConceptVector by Park et al. [320] is a
somewhat related approach focusing on interactive construction of lexicon-based
concepts, which involves specification of relevant and irrelevant data instances,
computation of word embeddings, and several visual representations such as
scatterplots and bar charts. One of the scenarios supported by ConceptVector
includes the interactive construction of the concept of happiness, which is related
to emotion/affect analysis.

3.2.3.2 Data Source

The type of text data source has implications for the design of sentiment vi-
sualization techniques in most cases. However, sometimes the categorization
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can become somewhat fuzzy, since a single large document (e.g., a novel or a
transcript) can be treated as a collection or sequence of its sections; and vice versa,
multiple separate texts can be concatenated for analysis and visualization.

First of all, we have identified techniques that support data from an individual
Document (16% of the total set). In most of such cases, visualization of a

single document is used either to support details on demand, or to represent a
subset of data from another type of data source. For instance, Affect Inspector
by Subasic and Huettner [407] can visualize affect profiles for a single document
or several documents at a time. Ruppert et al. [347] provide visual summaries
of subjectivity and polarity analysis for selected individual documents in their
system PolicyLine. Techniques by Gobron et al. [150] and Krcadinac et al. [229]
support either a real-time conversation text stream, or its transcript as a single
document.

In some cases, though, the focus of the visualization technique is set on a
single document. Besides Affect Color Bar [262], Semantize [467], and Lexical
Episode Plots [154] discussed above, Li and Ren [254] visualize 2D/3D heatmap
visualizations of emotion matrices for individual text documents. AmbiguityMa-
trix by Stoffel et al. [403] focuses on the task of interactive refinement of named
entity recognition (NER) results in works of literature. It supports, among others,
analysis and visualization of Plutchik’s basic emotions for the text-based con-
text information associated with fictional characters (using a simple pixel-based
representation), which facilitates the task of comparing the emotional profiles
of characters to decide whether their entries should be merged. Gomez-Zara et
al. [155] propose an approach for analysis of individual news articles in order to
detect the main story actors/entities fitting the roles of the hero, the villain, and
the victim. Their approach combines NER and polarity detection methods; the
detected entities and top relevant terms are displayed alongside simple glyphs
color-coded based on the role. Finally, Story Explorer by Kim et al. [222] supports
visual analysis of individual movie script documents combined with additional
metadata. The main focus of this approach is on visualization of non-linear
narratives using story curves, a representation similar to the storyline metaphor.
The polarity of each movie character’s dialog lines in each scene is analyzed, and
it can be used for color coding of the story curve segments, among other options.

The absolute majority of techniques in our data set (86%) support text
data from a collection of documents, a corpus, or corpora. In contrast to the
visualization of individual documents, techniques that support such data sources
typically have to address challenges related to larger data set sizes, varying
text lengths, relationships between documents, and additional data properties
discussed below. A typical example here would be a technique oriented at a
collection of customer reviews [483] or previously fetched tweets [480]. The
corresponding category Corpora includes techniques spanning the complete
time range of our survey, from Affect Inspector [407], Opinion Observer [261],



3.2. SENTIMENT VISUALIZATION 49

and Pulse [140] to OpinionSeer [481] and Vox Civitas [103] to ConVis [180],
SocialHelix [60], and SemEval-2016 data set visualization [296].

During the past decade, research in streaming data visualization has also pro-
duced a number of sentiment visualization techniques which support Streams

as data sources (17% of our collected set). Most of these techniques consume
data from microblogs such as Twitter or Weibo, for instance, TwitInfo by Marcus
et al. [281] or MoodLens by Zhao et al. [493]. In some cases, the major focus of a
technique is set on event detection, and sentiment analysis/visualization plays an
auxiliary role. For example, Krstajić et al. [230] describe a visual analysis system
for event detection in Twitter data which uses the aspect-based sentiment analysis
method introduced by another technique [345] to calculate polarity scores for
individual documents among other features. StreamExplorer by Wu et al. [479]
focuses on event detection and topic summarization of Twitter data streams with
multiple representations and views for visual analysis, while the polarity of
individual tweets is classified and represented as part of glyphs in one of the
views.

Other streaming data visualization techniques treat sentiment as the first class
data. Liu et al. [263] use a river representation for sentiment polarity values ex-
tracted from a Twitter stream with several co-trained classifiers. Kranjc et al. [228]
describe the usage of a general-purpose cloud-based platform ClowdFlows for
sentiment analysis and visualization. It detects the polarity of streaming Twitter
data by using an active learning classifier and visualizes it with standard line plots,
stream graphs, and word clouds. Matisse by Steed et al. [401] is a VA system
for text stream data that focuses specifically on temporal sentiment analysis of
Twitter data. Polarity of individual tweets is visualized with stream graphs and
geospatial heat maps, and a fine-grained analysis of emotions in the text data is
available with a scatterplot representation. PaloPro by Tsirakis et al. [429] is a
brand monitoring platform which conducts opinion mining of data streams from
multiple social media and news sources. Its dashboard visualization includes line
plots and bar charts representing polarity for specific topics or named entities.

3.2.3.3 Data Properties

Besides the data source type, we have also analyzed special properties of the data
used by sentiment visualization techniques. The results of our analyses discussed
in Section 3.2.6 confirm that these properties are correlated with the later stages
of the sentiment visualization pipeline.

Some of the relatively recent techniques make use of Geospatial infor-
mation (21% of techniques), starting with Sentiment Map by Zhang et al. [490].
This tool identifies affective content (namely, eight emotion categories) in news
articles. The resulting temporal emotion values are visualized with line plots for
corresponding geographical regions based on the zoom level. Scharl et al. [361]
present webLyzard, a platform for monitoring and visual analysis of social media,
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news, and other text documents from the Web. Among other analyses, it supports
polarity detection for specific topics and uses these polarity values with line
charts, a map, and a tag cloud. Nguyen et al. [309] conduct both dictionary- and
ML-base polarity detection analyses on a geotagged Twitter data set and visualize
the results using choropleth maps, treemaps, and line charts. Mitchell et al. [292]
describe somewhat similar analyses, but their approach focuses on the range
of emotions between happiness and sadness detected in tweets from various
regions of the United States; maps as well as bar charts are used to represent
the results. One of the techniques described by Zhang et al. [489] provides a
geospatial visualization of sentiment in social media. The technique combines a
regular geographical map with the representations of kernel density estimation
(KDE) analysis for sentiment polarity in specific cities and edges between cities
representing the retweeting network. Caragea et al. [63] combine geospatial
information present in tweets with polarity analysis results to study social media
patterns emerging during disaster scenarios. Finally, Hundt et al. [187] provide a
visual analytics approach for Twitter data that uses the geospatial information to
position glyphs representing individual tweets on the map view; polarity-based
color coding is applied to these glyphs as well as other visual representations
used in the tool.

The majority of techniques in our survey (62%) support temporal data,
denominated by the category Time Series. Most of such techniques support
overview of sentiment value series over time with representations such as standard
line plot [81, 96, 177, 291] or river/stream graph [111, 263, 480, 492]. Other popular
approaches to visualize temporal sentiment data involve glyphs aligned along a
timeline [271,457,459] and animation-based methods [115,139,489].

Finally, we have identified the techniques that use Networks present in
input or processed data (22% of the total set). The examples of such networks in-
clude citation graphs [356,394,454] and graphs of relationships between terms [45],
comments [78], users [447], communities [60], and named entities [360]. Hoque
and Carenini [180] discuss ConVis, a visualization system for discourse analysis
of social media discussions that uses a network of users, topics/concepts, and
opinions. The resulting visualization combines a radial node-link diagram with
an indented sequence of stacked bars that represents the conversation tree. The
subsequent work of the same authors on ConVisIT [181] integrates support for
interactive topic modeling, and MultiConVis [182] extends the analysis to multiple
discussions and temporal data. A similar network of users, entities/concepts,
and opinions is also visualized with ORCAESTRA by Prasojo et al. [329]. The
authors propose a planetary metaphor for their main node-link representation
which represents nodes as stars, planets, and asteroids, and uses a heliocentric
radial layout. Asteroid nodes represent individual comments and use color to
encode the corresponding sentiment polarity.
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3.2.4 Tasks

The process of designing a sentiment visualization technique includes the analysis
of intended data, intended audience, and intended tasks. We focus on the latter
aspect in this subsection and analyze the tasks related to both the computational
and visual/exploratory methods.

3.2.4.1 Analytic Tasks

High-level analytic tasks supported by sentiment visualization techniques are
based on the respective sentiment analysis models introduced in Chapter 2.

Polarity Analysis / Subjectivity Detection is the most common analytic
task in our survey associated with 77% of techniques. The techniques which
support only this analytic task provide a summary about the overall polarity of
text data, for example, SATISFI by Taskaya and Ahmad [412] or Vox Civitas by
Diakopoulos et al. [103]. Annett and Kondrak [17] extend a blog visualization
tool eNulog with sentiment analysis by classifying movie blog posts into positive,
negative, and neutral/uncertain and using these labels for color coding of the
blog map nodes. Pupi et al. [330] highlight the polarity of individual sentiment-
bearing terms in their system Ent-it-UP. Agave by Brooks et al. [53] is one of the
few sentiment visualization systems that focus on collaborative visual analysis
of social media data. The system visualizes the aggregated polarity of temporal
text data using representations such as line plots and stream graphs. The final
example in this category is BLEWS by Gamon et al. [141], a system dedicated
to the analysis of relations between news articles and political blog posts that
refer to such articles. The characteristic detail of BLEWS is that it focuses only on
detecting subjectivity in the blog posts without more detailed polarity analysis.
The number of detected subjective posts is visually encoded as the amount of
glow around the corresponding bars representing the number of liberal and
conservative blog posts.

Another category with high support in our data set (62%) is OpinionMin-

ing / Aspect-based Sentiment Analysis. We have used this item for techniques
supporting sentiment analysis at the level of particular aspects/features, topics,
named entities, or clusters detected in text. This task has often been supported
historically with customer reviews data. For instance, Review Spotlight by Yatani
et al. [485] is a simple visualization tool for summarizing customer reviews with
a tag cloud of salient adjective/noun word pairs. The sentiment polarity for each
word is calculated with lexical matching over its counterparts and used for color
coding. OpinionBlocks by Alper et al. [11] provides an aspect-based sentiment
overview for customer reviews. The visualization combines multiple coordinated
bar charts and text tags that can be explored interactively to investigate the polar-
ity and salient keywords associated with specific product features. SentiVis by
Di Caro and Grella [102] visualizes results of aspect-based sentiment analysis of
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customer reviews. After selecting a specific aspect, the users are provided with a
visual representation of polarity scores for review objects (in this case, restaurants)
that combines a scatterplot and a line plot. Görg et al. [156] discuss the text
analysis and visualization features added to Jigsaw, a general-purpose VA system.
The support for sentiment analysis includes document-level polarity detection,
which can also be used for analysis of specific aspects when combined with
topic analysis, as demonstrated with car reviews data. The visual representations
involving the polarity data include word clouds and pixel-based Document Grid
Views that can encode document-level polarity. The recent E-Comp approach by
Wang et al. [453], which is designed for comparison of customer reviews, includes
an augmented word cloud with clustered adjective/noun word pairs inspired by
the work by Yatani et al. [485] mentioned above; the polarity of such word pairs
is encoded with color.

Another prominent application of techniques in this category is the analysis
of social media texts. Wensel and Sood [470] describe several basic visualizations
of sentiment with regard to the specific topics discovered in personal blog posts
with their system VIBES. The authors estimate valence of the texts (hence their
claims about analyzing the emotional content of the text data—nevertheless,
valence detection on its own is similar, if not equivalent, to polarity detection) and
use this data in line plots, glyphs based on the gauge metaphor, and tag clouds.
Sentiment Card by Cervantes et al. [69] provides a real-time summary about a
topic of interest in Twitter by detecting the polarity of corresponding tweets, and
the follow-up work by Valdiviezo et al. [438] also represents the relations between
topics with regard to the polarity in the system called SCWorld. Mahmud et
al. [277] focus on specific aspects of the Twitter users’ attitude useful for brand
analysis such as favorability or resistance and provide the corresponding
visual summary.

Emotion/Affect Analysis is related to analysis of affective content in
text beyond the positive/negative categories, usually involving a categorical or
dimensional emotion model. Approximately 25% of techniques in our survey
support this task. Affect Inspector by Subasic and Huettner [407] uses star plots to
visualize affect profiles of text documents. The authors combine lexical matching
with fuzzy tagging to label documents with 83 affect categories (including basic
emotions) and support visual exploration and annotation with their tool. Gregory
et al. [157] conduct analyses of affect bearing words in customer reviews using
lexical methods, an annotation tool, and a general-purpose visualization system
IN-SPIRE. They propose a novel metaphor based on a rose plot to visualize
statistics for eight affect categories. The users can investigate the rose plots
for the corpus in general as well as particular clusters of reviews. Kang and
Ren [209] conduct a joint emotion/topic analysis in blog posts. They analyze the
output of their method by examining node-link diagrams generated for topic
networks that use color coding based on one of the eight emotions dominating
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for the respective topic. Zhao et al. [492] support visual analysis of emotions
detected in tweets over time for an individual user with their system PEARL.
They use two emotion models: the categorical Plutchik’s model with eight basic
emotions and the dimensional VAD model. PEARL uses river-like stream graphs
as the main visual representation for temporal emotion data alongside multiple
auxiliary representations (line and area charts, glyphs, scatterplots, and tag
clouds) to support overview and detailed exploratory analysis. Wang et al. [448]
discuss a technique for emotion analysis of Twitter data called SentiCompass.
Its visual representation uses star plots that naturally correspond to the polar
valence-arousal space and organizes them in a nested fashion resembling a
spiral to support the simultaneous visual analysis of multiple temporal intervals.
Additionally, the same data is represented by linearly ordered line plots as an
auxiliary representation. Emotion analysis is also supported by the recent work
of Cuenca et al. [92] on MultiStream, a technique which facilitates exploration of
hierarchical time series with a stream graph by using focus+context. While the
approach is not specific to sentiment visualization, the authors demonstrate a
successful use case involving multiple time series based on emotion classification
results for tweets.

The final category in this task-related group is Stance Analysis, which is
discussed below in Section 3.3.

3.2.4.2 Visualization Tasks

Besides the higher-level analytic tasks related to sentiment analysis model, we
have included a number of more concrete representation and interaction tasks
that are directly supported by sentiment visualization techniques.

For example, the category Region of Interest includes techniques which
support automatic detection and highlighting of interesting or anomalous
items [61, 93, 272, 491, 492], regions [345], or peaks [281, 361] (overall, 7% of
the total set of techniques). Time Density Plots by Rohrdantz et al. [345] allow the
users to focus on sequences of subjective text documents related to the specific
features (aspects) in customer reviews and RSS news streams. The technique
supports visual analysis of interesting data regions and automatic extraction of
such patterns. The actual visual representation combines a series of bar glyphs
with an area chart for the corresponding time region. TargetVue by Cao et
al. [61] uses sentiment polarity values to analyze and visualize anomalous user
behavior analysis in social media and email communications, employing glyphs
to represent detected anomalous users.

A lot of techniques in our survey (62%) are related to Clustering/Classi-

fication/Categorization. Here, we have identified the techniques that involve
additional (semi-)automatic tagging or grouping of data elements besides the
actual sentiment classification, represented or facilitated by the visualization. The
work by Oelke et al. [312] on opinion analysis for customer reviews uses several
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techniques for visual analysis of aspects/features, including a matrix-based visual
summary report and a circular correlation map (a sort of combination of a node-
link diagram and a parallel coordinates plot). The authors also introduce a novel
technique for the visual analysis of opinion clusters that combines a Voronoi
diagram with thumbnails containing cluster details as tables. Brew et al. [49]
support the temporal sentiment polarity analysis for groups of Twitter users
with their SentireCrowds system. They cluster users into groups using tweet
contents and calculate the aggregated polarity values for each cluster / time step.
SentireCrowds provides an overview of the overall sentiment over time with an
area chart as well as multiple treemaps for individual time steps which represent
the polarity and salient keywords for user clusters. Kim and Lee [221] discuss a
dimensionality reduction technique called Semi-Supervised Laplacian Eigenmaps
which they apply to the customer reviews data. The method involves extraction
of features (terms) related to positive/negative categories and dimensionality
reduction of the feature space based on graph and matrix computations. The
resulting 2D embedding of reviews, which highlights the clustering in the data,
is visualized with a color-coded scatterplot. ToPIN by Sung et al. [408] identifies
topics in student comments by using a clustering algorithm and then represents
them as nodes. The average polarity of comments belonging to the same cluster
is encoded with node brightness.

Comparison of several entities is facilitated by most visualization tech-
niques in our survey (93%). For instance, Xu et al. [483] propose a method
for opinion analysis of product reviews that directly takes the comparisons of
particular features into account. The resulting visualization uses a node-link
diagram to represent a probabilistic graphical model as a bipartite graph, where
the polarity and direction of comparison is displayed for each feature. Kuksenok
et al. [245] use a timeline visualization to represent occurrences of several affect
categories in their annotated data set and to identify relationships between such
categories. One of the techniques used in the SocialBrands system by Liu et
al. [268] is BrandWheel, which visualizes the scores of various brand aspects
estimated by the analysis of social media posts and employees’ reviews. The
system is capable of simultaneously displaying two BrandWheels for comparison
purposes, and even visualizing their differences as a derived representation. A
similar comparison mode was previously used in EmotionWatch by Kempter et
al. [215] to compare emotional reactions to a pair of topics or named entities on
Twitter. Lariat by Chen et al. [74] is designed for visual comparison of Twitter
queries using multiple attributes, including polarity analysis results. Finally, Gao
et al. [145] describe an interactive interface which positions the emotion classifica-
tion results (represented with bubbles and bar charts) of Reddit comments by
the supporters of two competing political candidates side by side for comparison
purposes.
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Another task supported by the absolute majority of techniques (96%) is
Overview—“The big picture” achieved by displaying (1) a significant portion

of the data set or (2) aggregated representations. The former (1) is the case
for techniques such as City Sentiment by Wu et al. [476], which displays a
grid of bubble glyphs representing Chinese cities. Each glyph encodes the
number of Weibo posts from the respective city as well as the overall detected
polarity. BrandSediments introduced in the SocialBrands system by Liu et al. [268]
provide an overview of brand traits/aspects such as sincerity and excitement
by laying out clouds of bubbles (which represent individual brands) along the
corresponding axes. (2) Aggregated representations are used to provide overview
by techniques such as AMAZING by Miao et al. [288] or Westeros Sentinel by
Scharl et al. [360], which include pie charts to provide a summary of polarity
values distribution. SentiWheel by Gali et al. [139] provides daily summaries of
the sentiment on several Canadian banks in social media posts with a variation
of a sunburst diagram which is also capable to display relations based on shared
keywords.

Few of the sentiment visualization techniques (16%) support the task of
Monitoring, which could be described as dynamic observation and alerts

on changes in the data. Some of the techniques use continuously updated
timeline metaphor to represent the changes in data [228, 230, 469], others involve
dedicated representations heavily relying on animation [115, 139, 150, 229] or
combine multiple representations [93, 281, 360]. Calderon et al. [55] discuss how
combining several visual representations can facilitate the monitoring task for
streaming sentiment data.

We have used the category Navigation/Exploration for the 67% of tech-
niques which support interactive exploration of the data. Most of such techniques
support details on demand, typically by providing the user with a detailed (text)
view for the selected timeline [53,111] or map [255,272] region. Another option
is to display specific analysis details for a selected/hovered item [78,164,425].

Finally, we have added the category Uncertainty Tackling for sentiment
visualization techniques that make use of uncertainty present in data and/or
computations (currently supported by roughly 9% of techniques). In several
works, uncertain [17], undefined [356], or controversial [103] sentiment is
used as a separate category besides neutral. Gamon et al. [141] use the certainty
level of their subjectivity classifier to filter out blog posts which should not be
represented in the visualization with the threshold of 50% certainty. OpinionSeer
by Wu et al. [481] is a complex system for the visual analysis of customer
feedback that extracts polarity values associated with certain features (aspects).
The further computational steps include uncertainty modeling and aggregation
of opinions based on a model called “subjective logic”. The authors provide a
visualization that combines multiple radial views as well as a scatterplot laid
out inside of a triangle to represent temporal, geospatial, aspect, sentiment,
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uncertainty, and customer profile data at multiple levels of details. Rohrdantz
et al. [345] estimate the uncertainty of their sentiment analysis method and
encode such values directly in their Time Density Plots alongside the polarity and
data entry counts. The work of Makki et al. [278] focuses on sentiment lexicon
expansion/annotation. Their aspect-based sentiment analysis model predicts the
polarity values of individual terms. The users can then validate and edit the
predicted sentiment values by using several visual representations: a tree cloud
and a scatterplot with embedded word clouds. Uncertainty in this case is related
to the ambiguous polarity predictions, which are highlighted in yellow in the
tree cloud representation. The VA framework for event cueing by Lu et al. [272]
involves the polarity analysis of RSS news messages based on ML methods. The
authors address the task of uncertainty visualization with stream graphs: stacked
layers encode the volumes for several sentiment classification certainty levels
over time. The previous work from the same authors [270] also uses blurred
map glyphs to represent uncertainty of Twitter data polarity analysis for disaster
scenarios. Blur or fuzziness is also used to represent uncertainty of emotion
classification results in the recent CrystalBall system by Cho et al. [80] that focuses
on event discovery and prediction in Twitter data. Finally, TExVis by Humayoun
et al. [186] uses opacity of chord diagram arcs to represent confidence of polarity
classification results for tweets.

3.2.5 Visualization Aspects

The final two groups of our categorization are related to specific aspects of
representing sentiment data visually.

3.2.5.1 Visual Variable

One of the interesting research questions that we aimed to answer with this
survey was related to how sentiment values are usually represented by various
techniques. Based on the work by Bertin [35], we have introduced several
categories for the visual variables used to encode sentiment.

By far the most popular choice is Color, used by 87% of techniques.
Most techniques that focus on polarity values use green for positive and red for
negative polarity [429,470], although several techniques reverse this color map
to use green/blue as a cold hue corresponding to negative and orange/red for
positive [55, 75, 135, 180, 182, 476,477, 488]. The techniques related to emotions or
affect categories other than positive/neutral/negative either use an ordinal
set of colors representing categories [115, 209, 492] or interpolate the colors based
on the corresponding dimensional model [10, 448]. In some cases, opacity is
also used to conduct the level of confidence or uncertainty related to sentiment
classification [186].
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Position/Orientation holds the second rank with the support of 50%
techniques. The most obvious example here would be a line plot whose vertical
axis corresponds to the aggregated polarity value [69,412]. Vista by Hoeber et
al. [177] uses line plots to represent counts of positive, neutral, and negative
tweets over time. In other cases, horizontal position is used to encode the
polarity [77, 278]. For instance, Eventscapes by Adams et al. [2] is a system
for visual analysis of events, topics, and emotions (moods) in RSS news feeds.
The main visual representation of Eventscapes uses a timeline metaphor with
document thumbnails laid out linearly according to their timestamps and valence
values (vertical and horizontal axis, respectively). ClasSense Morale Graph by
Jiranantanagorn and Shen [202] uses the vertical axis of a temporal bubble chart
to represent the average polarity of student comments made during an online
lecture. Also, several other techniques which use a gauge metaphor rely on
orientation rather than position [470,495]. For example, the work by Kherwa et
al. [220] includes gauge glyphs representing the aspect-level polarity detected in
customer reviews.

Size/Area is used to represent sentiment by 44% of techniques in our
survey. The basic examples include the techniques which use bar charts [11, 296],
pie charts [96, 281], bubble charts [179], area/stream charts [228, 263], or filled
star plots [215, 304]. More unusual cases in this category include BLEWS by
Gamon et al. [141], which encodes the subjectivity level with amount of glow,
and Semantize by Wecker et al. [467], which adjusts the font size of intensifying
and diminutive words detected in text.

The remaining choices of visual variable are much less popular. Shape is
used by 11% of techniques. In several cases, the corresponding techniques use
a glyph [262] or glyph-like [150] representation. The work by Lee et al. [250]
on analysis of financial blog posts uses simple glyphs to represent polarity
values in text lists alongside line plots and bar charts. Tour-pedia by Cresci et
al. [90] analyses customer reviews of touristic locations and visualizes them by
embedding smiley glyphs (based on the average review polarity) in a map. Smiley
glyphs associated with five levels of polarity (and double-encoded with color)
are also used as one of the representations in the NewsTone tool by Harris [165]
to indicate the sentiment of news articles. Kim and Lee [221] use several marker
shapes as well as color coding to differentiate between labeled/unlabeled positive
and negative reviews in their scatterplot representation. The basic marker shapes
such as triangles and diamonds are also used in the Storyteller tool by van
Meersbergen et al. [439] to represent categories in bar charts and scatterplots,
including multiple categories of affect. Other techniques use the contour of a
heat map or similar representation to convey emotion values [10, 254]. Kempter
at al. [215] conduct an emotion analysis of social media texts with 20 emotion
categories. Their visualization system EmotionWatch uses a star plot with filled
area to represent the emotions detected for the selected time interval. Munezero et
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al. [304] focus on the temporal emotion analysis and visualization for an individual
Twitter user with their tool EmoTwitter. One of the visual representation used
for the resulting eight basic emotions is a star plot with filled area.

Finally, we have discovered that only five techniques in our complete data set
(3%) use Texture/Pattern to represent sentiment. Gali et al. [139] introduce
three techniques involving polarity detection in timestamped social media posts
related to five Canadian banks. One of these techniques, Emotional Tapestry,
generates monthly summaries as woven patterns different for various sentiments,
which can be combined for several banks at a time. Zhang et al. [489] introduce a
visualization technique for temporal visualization of social media sentiment that
is based on the Electron Cloud Model. The authors calculate the polarity of posts
over time for individual users and then visualize this data using a special layout
algorithm, which results in a texture-like rendering of trajectory lines. Kuang et
al. [233] describe ImgWordle, a visualization tool that is designed for social media
monitoring. One of its visual representations is a choropleth map that provides
an overview of frequency and sentiment polarity of posts for each region. The
authors use textures to represent sentiment, since the color channel is used to
convey topic data. Finally, Krcadinac et al. [229] propose an artistic visualization
technique for chat conversations called Synemania. They analyze the emotions
present in chat messages using the Ekman’s six emotions and then use this data
in an animated particle simulation. The visualization can therefore be used for
monitoring of emotions during a conversation by observing the overall texture
and colors.

3.2.5.2 Visual Representation

The last group in our categorization includes visual representations (or metaphors)
that make use of sentiment. The statistics in this group are not so heterogeneous
as for visual variable, for instance: the categories described below are supported
by 20% to 42%. The majority of techniques in our survey (69%) have more than
one category assigned—in many cases, novel or complex representations combine
several traits, or multiple coordinated views are used to represent data that
includes sentiment information.

The first category in this group is Line Plot / River, supported by 40%
of techniques. Basic line plots/charts have been used primarily for temporal
data in sentiment visualizations since earlier works such as SATISFI [412], Mood-
Views [291], and the work by Claster et al. [81] up to the recent techniques such
as Westeros Sentinel [360] and TSViz [340]. We also include the techniques that
use area charts in this group since they usually convey the same data as line plots,
for example, the work by Fukuhara et al. [137] or Lingoscope by Diakopoulos
et al. [104]. Then there are river-like representations [54,167] that range from a
simpler stacked area chart used, for instance, in VisTravel by Li et al. [255], to
stream graphs used in VISA by Duan et al. [111], PEARL by Zhao et al. [492],
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and OpinionFlow by Wu et al. [480]. The flow metaphor is also used by a recent
work by Wang et al. [452]. Their system called IdeaFlow combines the ideas of
storyline visualizations and topic modeling to facilitate the lead-lag analysis of
ideas discovered in social media; the results of opinion mining are integrated in
the visual representation to convey polarity towards certain ideas. Finally, we
also include several techniques in this category which do not use a standard line
plot per se, but rather representations which consist of line segments or contours
drawn in a certain coordinate system. The corresponding examples include a star
plot used in Affect Inspector by Subasic and Huettner [407], a line plot variation
used in SentiVis by Di Caro and Grella [102], and a parallel coordinates plot [173]
used by Zhao et al. [494].

The second category in the visual representations group is Pixel/Area/

Matrix (used by 42% of techniques). Here, we have tried to collect the techniques
which use space-filling approaches and other representations which rely on
the size/area variable. One of the basic representations here is a pie chart:
for instance, AMAZING by Miao et al. [288], TwitInfo by Marcus et al. [281],
and 5W Summarization by Das et al. [96] use pie charts to provide an overall
summary about the polarity distribution. Kumamoto et al. [246] describe an
emotion detection tool for personal Twitter data that uses six emotion categories
organized in polar pairs. The tool presents a simple visualization consisting of
line charts and pie charts for the individual user’s data over time. Many other
techniques use various forms of bar charts, including regular histograms used in
FAVe by Guzman et al. [161], VisOHC by Kwon et al. [247], and GeoSentiment
by Pino et al. [324], and stacked bar charts used by Dehiya and Mueller [101]
and Mohammad et al. [296]. Wanner et al. [456] introduce a visualization system
for internet forum data called ForAVis. The main visual representation used by
the authors comprises pixel-based stacked bars that are organized and colored
according to the selected set of features, including sentiment polarity. Another
example of this category is a tree map, which is used in Pulse by Gamon et
al. [140] and SentireCrowds by Brew et al. [49]. Wu et al. [477] use a cartogram
for their system City Flow to represent sentiment of Weibo posts originating from
specific cities. The sizes of nodes represented by squares are calculated similarly
to a regular tree map, but the layout takes the geographical positions of cities
into account.

Various forms of Node-Link representations are used by sentiment
visualization techniques (20%) on their own, e.g., in works of Kang and Ren [209],
Small [394], or Makki et al. [278], or in combination with other representations
such as a map (e.g., in Whisper by Cao et al. [59] or the work by Zhang et
al. [489]) or a (stacked) bar chart (for instance, in the work by Xu et al. [483] or
the works by Hoque and Carenini [180,182]). Several techniques use arc diagram
variations, e.g., the work by Chen et al. [73] or News Flow by Braşoveanu et
al. [45]. Arc diagrams are also used in the recent work by Fu et al. [136], whose
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system iForum uses multiple representations for visual analysis of MOOC forum
data. Individual threads are represented by a combination of a river and an arc
diagram called Thread River, and this representation can be user-configured to
display sentiment analysis results.

We have used the next category for representations that use multiple visual
items (such as dots, bubbles, glyphs, or words/tags) to give rise to associations
with Clouds/Galaxies (supported by 27% of the techniques set). Some of the
techniques in this category use various forms of word/tag clouds, for instance,
Review Spotlight by Yatani et al. [485] and webLyzard by Scharl et al. [361].
Fisheye Word Cloud by Wang et al. [449] is a technique for temporal sentiment
visualization that detects the polarity of individual key terms in a set of Twitter
posts. The visual representation is based on a word cloud whose layout takes the
temporal order into account. The technique makes heavy use of focus+context for
interactive exploration. Other techniques rely on clouds of dots or similar markers,
e.g., RadViz-based Attribute Astrolabe used in SentiView by Wang et al. [447]
and the work by Kim and Lee [221]. Opinion Zoom by Marrese-Taylor et al. [283]
provides a lightweight visualization of customer reviews using an aspect-based
sentiment analysis model. The system uses basic visual representations such
as bar charts and bubble charts. Lu et al. [271] describe a VA framework for
classification and prediction that uses sentiment analysis to predict movie gross
based on social media texts and movie reviews. Polarity values are used in
several visualizations used in the framework, namely, word clouds and temporal
bubble charts. Hohman et al. [179] also use a form of a temporal bubble chart to
represent counts of affect-bearing words in the subtitles for the “Game of Thrones”
TV series. Finally, the galaxy metaphor is also used in a more literate sense in
CosMovis by Ha et al. [162], a system for emotion analysis in movie reviews
which displays a constellation map of movies positioned according to the specific
affect-bearing words detected in reviews. The visualization also contains the
centroids of corresponding word clusters and artistic representations of emotions
as constellations.

The category Maps includes techniques (23%) which use either (1) an
actual geographical map or (2) an abstract map which somehow allows the
user to identify interesting regions or peaks in the overall landscape. In the
former case (1), the maps are often augmented with markers (e.g., in TwitInfo
by Marcus et al. [281]) or overlays (e.g., in the work by Zhang et al. [489]). The
visualization of public opinions on educational institutions in eduMRS–II by Qiu
et al. [332] provides a map with overlaid circles/bubbles which represent the
aggregated positive or negative polarity. A similar approach is used by Dai
and Prout [95] to represent the aggregated positive sentiment on the Super Bowl
teams extracted from Twitter. Tweetviz by Sĳtsma et al. [378] uses a map view to
represent business locations reviewed in tweets and encodes the review polarity
with the map marker color. Some techniques use the choropleth approach, for
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instance, MoodLens by Zhao et al. [493] and ImgWordle by Kuang et al. [233].
The work by Yu et al. [488] uses a choropleth map among other representations
to display sentiment analysis results for Weibo microblogs in China. Zhao et
al. [495] introduce Social Sentiment Sensor, a visualization system for monitoring
topics and emotions in microblog streams. The resulting values are aggregated
for a specific topic or geographical region and visualized with line plots, pie
charts, bar charts, choropleth maps, and gauge-based glyphs. (2) Some of the
abstract map examples in this category include heatmap-like representations.
Sentimap by Hennig et al. [175] creates a heatmap for temporal sentiment data
based on specific Twitter search terms (hashtags). A later technique, Cluster
Heat Map [174], uses an algorithm based on dimensionality reduction to change
the vertical layout of the heatmap. This facilitates the discovery of patterns and
clusters in the data. Finally, some techniques use a combination of ideas, for
instance, Hao et al. [164] as well as Steed et al. [401] create a pixel-based heatmap
on the top of a geographical map. In contrast, GeoSentiment by Pino et al. [324]
uses a regular heatmap in the overlay, which is calculated for aspect-based
sentiment analysis results for social media and news data.

While most of the techniques in our survey visualize sentiment extracted
from text data, some of them (28%) use Text as one of visual representations.
Techniques such as Ink Blots by Abbasi and Chen [1], Jigsaw by Görg et al. [156],
and Semantize by Wecker et al. [467] visualize the content of a text document
with words, phrases, or regions highlighted based on the sentiment analysis
results. In addition to such an approach, LDA-based sentiment visualization
by Chen et al. [77] presents an overview of sentiment-bearing word pairs for
a selected topic in hotel reviews by positioning them in a grid layout. The
horizontal position encodes the polarity in this case. Nokia Internet Pulse by
Kaye et al. [210] organizes key terms from tweets into vertical stacks / columns
following the temporal order horizontally and applies color coding to convey the
average polarity associated with such terms. Typographic Set Graph by Brath
and Banissi [47] demonstrates how multiple font attributes such as font family,
style, and weight can be used simultaneously with color coding to represent
membership of words in 10 sets corresponding to emotion and polarity categories.

The final representation in this group is Glyph/Icon, which is supported by
35% of techniques. Multiple techniques in our survey use glyphs in combination
or as part of other visual representations. For instance, Wanner et al. [457]
propose a visualization of RSS feeds comprising series of curved bar glyphs that
encode temporal, topical (whether the RSS news is related to the Democratic or
Republican party), and polarity information. A later work by Wanner et al. [459],
Topic Tracker, is a system for temporal visual analysis of Twitter streams that
combines topic monitoring and gradual sentiment polarity detection. The authors
use basic color-coded triangle glyphs representing the timestamp and polarity of
individual tweets. The glyphs are positioned in a dense fashion, and the final
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result resembles pixel-based representations. FluxFlow by Zhao et al. [491] is a VA
system for investigating anomalous patterns of information spreading on social
media, namely, retweeting threads on Twitter. The system uses lexical matching
of emotion-bearing words as one of the features for estimating the anomaly score
and visualizes these values as part of thread glyphs. The recent VisForum system
by Fu et al. [135] uses glyphs to represent the activity of individual users and
groups in online forums, and it encodes the average polarity of group discussions
with colors using the purple hue for negative and brown for positive. Several
other techniques use gauge-like glyphs, for instance, VIBES by Wensel et al. [470],
the work by Kherwa et al. [220], or Social Sentiment Sensor by Zhao et al. [495].
Even smiley faces are used in visualizations as glyphs (e.g., in Affect Color Bar by
Liu et al. [262], Tour-pedia by Cresci et al. [90], and NewsTone by Harris [165]),
which in a way is taken to the next level by the actual faces of virtual avatars by
Gobron et al. [150].

3.2.6 Discussion and Analysis

After several iterations of adding new techniques and refining the categorization,
we have been able to summarize the state of the art in sentiment visualization
based on the statistics for our data. In addition, we have investigated the relations
between the categories in general.

Correlation between Categories We have conducted a correlation analysis for
categories assigned to sentiment visualization techniques. Technique entries were
treated as observations, and categories were treated as dimensions/variables
(see the online browser discussed below for the complete categorization results).
Linear correlation analysis was then used to measure the association between
pairs of categories. The resulting matrix in Figure 3.8 contains Pearson’s r
coefficient values which reveal certain patterns and interesting cases of positive
(green) and negative (red) correlation between categories. The interpretation
of the coefficient values seems to differ in the literature: Cohen [82] defines
the range 0.30–0.50 (absolute values) as moderate correlation and 0.51–1.00 as
strong correlation; Taylor [415] mentions the corresponding ranges 0.36–0.67 and
0.68–1.00 used in earlier works; and Evans [125] defines the ranges 0.40–0.59
for moderate correlation, 0.60–0.79 for strong correlation, and 0.80–1.00 for very
strong correlation. Based on this, we have focused on cases with an absolute
value of 0.40 or higher.

The interesting cases with negative correlation mostly include categories from
the same groups, implying “competition” or a kind of paradigmatic relation
between them. For example, the correlation of −0.47 between reviews and

social media could be explained by a general shift from data sets of well-
defined product reviews to the data extracted from social media (including posts
associated with some brands)—see the discussion of such temporal trends below.
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Figure 3.8: The matrix of correlation values for categories (see Table 3.5) calculated
for our techniques data set.

The correlation of −0.53 between the document and corpora categories is
interesting, given the discussion in Section 3.2.3. While there are many techniques
using both data source types, this value could be explained by techniques focusing
exclusively on individual documents or corpora. The document category is
also negatively correlated to the temporal data property with a value of −0.44:
while there are some techniques which treat position in text as the temporal
dimension, the majority of the techniques which support time series apparently
use other data sources. Finally, the strongest negative correlation in our survey is
−0.63 between the analytic tasks of polarity and emotion/affect analysis,
which is explained by a more specialized nature of the latter task.

The cases of positive correlation tend to include categories from different
groups in a kind of syntagmatic relation. For instance, the correlation of 0.41
between the literature domain and the document data source type
can be explained easily: the corresponding techniques focus on individual
novels/poems. The positive correlation of the streams data source with
such visualization tasks as region of interest and monitoring with the
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respective values of 0.42 and 0.66 was also expected. The analytic task of
opinion mining / aspect-based sentiment analysis involves the support for

various kinds of classification/clustering/categorization, hence the positive
correlation of 0.44. Temporal data is often visualized using representations
such as line plots or rivers, which explains the correlation of 0.51. The
strongest positive correlation of 0.77 in our survey exists between network
data and node-link representations, which is not surprising at all. We
could also expect the correlation between geospatial data and map
representations to be higher than 0.63—but we have noted in Section 3.2.5 that
the latter category also includes abstract maps. Finally, the correlation of 0.45
between pixel/area/matrix representations and the visual variable of size
is explained by such representations as bar charts and pie/donut charts.

Popular Approaches Table 3.5 presents the statistics for the collected data based
on the final categorization. It supports our expectations of the most common
aspects of existing sentiment visualization techniques. An average technique is
used for visualization of temporal data (stored as corpora) from social
media based on polarity analysis / subjectivity detection. The popularity
of the more specific aspect-based sentiment analysis / opinion mining is
explained by the existing interest for topic analysis and visualization. Based
on the statistics given in Table 3.5, we can also identify a standard set of four
visualization tasks relevant to sentiment, which reflect the visual information
seeking mantra [374] and visual analytics mantra [212] to some extent: if possible,

classify/cluster the data into groups first, then provide an overview
of these results, compare interesting items, and explore them in detail.
More specific visualization aspects related to variable and representation are
discussed below. Also, we should note that the absolute majority of sentiment
visualization techniques rely only on 2D representations (even though we have
not discussed it explicitly).

Temporal Trends In addition to the overall statistics, it is also interesting to
analyze temporal trends with regard to the occurrence of individual categories
in our collected data set. Figure 3.9 comprises sparkline-style plots based on
the category counts normalized by the total technique counts for each year
(for example, 6 out of 29 techniques from 2016 support streaming data).
It allows us to detect global trends and compare trends within each group of
categories. For instance, it confirms our previous statements about popularity of

social media and decreasing role of reviews as data sources. The popular
approaches discussed above demonstrate stable support throughout the years,
but it is also interesting to trace the usage of underrepresented categories over
time, as discussed below.
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Figure 3.9: Temporal sparkline-style plots representing relative popularity of
categories in our data over time (see Table 3.5 for the legend). The values are
relative to the total technique counts for the corresponding years (cf. Figure 3.6).

Underrepresented Categories Emotion/affect analysis is supported by a
relative minority of techniques, and only a few techniques address the issues of

stance analysis, as discussed in Section 3.3. According to the temporal trends
(see Figure 3.9), the interest has fluctuated over the years for the former task
and started to emerge only recently for the latter. These analytical tasks present
multiple opportunities for future research with applications in several domains
(social media, literature, etc.). As for visualization tasks, uncertainty tackling
is currently underrepresented. This also presents future research opportunities,
since uncertainty is an inherent aspect of many popular ML models (e.g., SVM or
CRF) as well as data sets characterized as “Big Data”. The increasing interest for
such data will for sure also affect the number of techniques supporting stream-
ing data sources as well as the related visualization task of monitoring. While
such data sets are mostly associated with online sources, we have been surprised
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by the statistics for several other domains. For instance, very few techniques
(mostly from the past) address the literature domain as opposed to the overall
growth of interest for digital humanities; also note the low number of techniques
that focus on a single document. We also had to exclude the domain of
patents from our categorization compared to the more general design space of
text categorization (cf. Section 3.1.1) since no detected techniques support it. This
can be explained by the generally formal and objective style of language used in
such texts—on the other hand, several techniques already support the related
domain of scientific articles.

Visual Representations The statistics on the visual variable state that color
is the most common visual channel to convey sentiment/emotion, which was
expected by us even before collecting the data. The rather large number of
techniques using position/orientation and size/area to encode sentiment
can be explained by the usage of line plots and stream graphs for temporal
sentiment data, as well as pie charts and bar charts for simple visual
summaries which are often used by techniques originating in non-visualization
disciplines. This leads us to the issue of categorizing the visual representations
used for sentiment into simple and complex, which was initially one of our
intentions. The existing work investigating complex representations [427,455,487]
refrains from providing exact definitions of such, though. Shamim et al. [371]
have already raised the issue of evaluating sentiment visualization techniques
including the perception aspects—this problem presents interesting opportunities
for future research.

Interactive Exploration with a Survey Browser We have developed an in-
teractive survey browser similar to our TextVis Browser (cf. Section 3.1.2) to
accompany the work discussed in this section and used it extensively ourselves
while working on the survey. Figure 3.10 demonstrates its user interface that is
focused on individual technique thumbnails and the interaction panel comprising
category filters and a search field. In general, it follows the design decisions
used by several existing browsers [29,235,236,364,421]. SentimentVis Browser
is implemented as a client-side web application using HTML, JavaScript, and
D3 [94]. After loading the page, the user is presented with a list of visualization
technique thumbnails organized in a grid. The entries are ordered by publication
year first and then by the prime author’s surname. Clicking on a thumbnail
opens a dialog box with details such as a complete bibliographical reference,
a URL link to the source publication webpage (if available), a BiBTeX file link,
and a complete list of categories assigned to the corresponding technique. The
categories are also presented in form of filters in the main interaction panel on
the left. Additionally, the panel includes a text search field, a time range slider,
and a histogram showing the temporal distribution of techniques before and after
filtering. The users can also access category statistics via the “About” dialog (cf.
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Table 3.6: Authorship count distribution for sentiment visualization techniques

#techniques 1 2 3 4 5 6 7 9 13

#authors 439 48 24 6 8 3 1 1 1

Note: the current data set includes 167 techniques and 531 authors in total.

Figure 3.11: Co-authorship network for the sentiment visualization survey entries
(as of February 6, 2019) visualized in Gephi with force-directed layout algorithms.
Note the large connected component in the center (in green) containing 86 author
nodes.

Table 3.5) and a summary table with an overview of the complete categorization.
We encourage the users to submit additional entries to SentimentVis Browser
via a form available from the top panel—the process is not entirely automated,
though, since we intend to continue careful curation of the survey.
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Authorship and Co-Authorship Statistics Similar to the analyses for the text
visualization techniques and publications data set discussed in Section 3.1.3, we
have extracted authorship and co-authorship metadata for the collected senti-
ment visualization techniques. The top three authors with regard to number of
techniques are Daniel A. Keim (13 entries), Christian Rohrdantz (9 entries), and
Huamin Qu (7 entries), similar to the statistics for more general text visualization
field; they are followed by several authors with 6 and 5 techniques. The com-
parison of Table 3.6 with Table 3.3 demonstrates rather similar tendencies with
regard to the core group of contributors to the field. Switching from authorship
to co-authorship metadata analyses, the co-authorship network for sentiment
visualization techniques6 includes 531 nodes and 1,189 edges, and the largest
betweenness centrality values in this network are associated with Christopher
Collins, Daniel A. Keim, Jian Zhao, Huamin Qu, and Nan Cao. Similar to the
network for text visualization in Figure 3.4, the authors who contributed to the
sentiment visualization field are mainly grouped in small connected components
with a notable exception of a large component including 86 collaborators, as seen
in Figure 3.11.

The insights about the current structure of the research community working
on sentiment visualization conclude the discussion of this problem, and we can
now focus on an even more specific problem of stance visualization.

3.3 Stance Visualization

As part of our survey of the sentiment visualization field discussed in the
previous section, we can establish the task of Stance Analysis to represent
analyses that encompass not only sentiment/affect, but also other categories of
subjectivity/evaluation expressed in text, for instance, agreement, contrast,
certainty, or judgment. Currently, very few visualization techniques support
this task (10% of the complete sentiment visualization techniques set, or even 7%
if excluding our own contributions), and we discuss them in detail in the rest of
this section.

Small [394] discusses sentiment analysis and visualization of citations in
scientific literature with Maps of Science. His approach results in classification
of multiple categories beyond the standard polarity-related ones. For instance,
uncertainty and differentiation/contrast can be considered as categories
of stance. The results of analysis are used to calculate the layout of a node-link
diagram which resembles a map.

Attitude Radial Plot by Almutairi [10] visualizes the contents of a text docu-
ment as a 2D/3D map using the dimensions of affect, judgment, and apprecia-
tion as well as the position of text fragments in the document.

6http://gmap.cs.arizona.edu/map/9144/ (last accessed in February 2019)

http://gmap.cs.arizona.edu/map/9144/
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Lingoscope by Diakopoulos et al. [104] focuses on an interesting problem of
analyzing how opinions and arguments are framed in online blog discourse on
the topic of climate change. The tool makes use of key terms of virtue and vice
from GeneralInquirer [146] in order to assess moral approval and disapproval
expressed in the texts. The results associated with specific topic terms and search
queries are presented using bar charts and area charts, and a text view with
highlighted terms is available for close reading.

Neviarouskaya et al. [307] visualize the results of document analysis with
their @AM model, including the judgment and appreciation aspects which go
beyond typical polarity and emotion categories.

Torkildson et al. [425] complement Ekman’s six emotions with two additional
categories representing support and accusation for their visualization of social
media posts on the Gulf Oil Spill crisis.

The technique by Bembenik and Andruszkiewicz [31] takes an unstructured
text document as input, extracts proposals and arguments alongside their polarity,
and visualizes this data using a node-link diagram.

Mohammad et al. [296] introduce a dashboard visualization of the SemEval-
2016 stance-annotated data set which provides an overview of the data with
regard to class distributions by using several bar charts, a tree map, and confusion
matrices. In their work, stance is treated as agreement/disagreement with a
certain topic besides the expressed sentiment.

El-Assady et al. [115] provide an animation-based visualization of conversation
transcripts, e.g., political debates transcripts, with their system ConToVi. The
system supports several stance categories related to argumentation as well as
sentiment, certainty, and politeness. It allows the users to monitor the stance
of individual speakers with regard to specific topics. ConToVi is followed up by
NEREx [116], an approach which focuses mostly on the networks of extracted
named entities and represents them with node-link diagrams. NEREx supports
polarity categories as well as politeness, which are represented with node glyphs
combining icons and color-coded backgrounds. This work is complemented with
an approach by Jentner et al. [200] for interactive alignment of text features for
text transcripts. Here, politeness as well as several other features/categories
related to stance such as agreement, bargaining, and consensus are represented
with color-coded nodes.

Finally, Chamberlain et al. [70] propose a scalable, lightweight visualization
of sentiment and stance that can be embedded into web pages alongside tables or
lists with detailed textual descriptions. Their approach uses the stance categories
of support, neutral, and object alongside three sentiment polarity categories
and represents the corresponding numerical values with bar charts aligned in
a specific order. The use case scenario for this technique is summarization of
opinions provided in the public comments for e-government data.
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We have summarized the existing stance visualization approaches in Table 3.7
with regard to the categorization introduced in the previous section. These
approaches (including the very recent ones) address multiple areas of our design
space, for instance, with regard to using multiple types of visual channels &
representations or supporting the standard visualization tasks of overview and
comparison. At the same time, there clearly are gaps in the existing research
on stance visualization with regard to supporting various data domains, data
types & properties, and visualization tasks. Furthermore, the challenges related
to representing multiple stance categories at the same time (for instance, the
output of a multi-label classifier) are not adequately addressed by most of these
approaches, which provides opportunities for further contributions in stance
visualization.

3.4 Summary

In this chapter, we have discussed the current state of the art in the field of
text visualization and then proceeded by narrowing the scope of our inquiry to
the more specialized problems of sentiment and stance visualization. We have
introduced a categorization of text visualization techniques motivated by earlier
surveys, implemented an online survey browser, and collected & categorized
more than 400 techniques over the years to achieve the overview of this field.
Since our original publication on this topic [236], our categorization and the
corresponding data were mentioned by several survey and meta-analysis papers
related to text visualization, including the book by Cao and Cui [58], the survey
of surveys (SoS) by Alharbi and Laramee [9], and the recent meta-analysis by Liu
et al. [264]. Several other surveys and meta-analyses related to text visualization
have also emerged, including the surveys on text visualization and visual text
analysis for digital humanities by Jänicke et al. [197, 198], the taxonomy of target-
problem space for visual text analytics by Tofiloski et al. [419], the survey of
topic- and time-oriented visual text analytics techniques by Dou and Liu [105],
the survey of visual approaches for analyzing scientific literature and patents by
Federico et al. [127], and the surveys of social media visual analytics approaches
by Wu et al. [478] and Chen et al. [76]. The categorizations used by these authors,
including the descriptions of specific domain-related tasks and methods, might
be used to refine our categorization as part of the future work. The great interest
for integration with ML and AI methods, which emerged in the visualization
community in the past couple of years, could also inspire extensions for our
categorization; for this, in addition to the aforementioned surveys by Chen
et al. [76] and Liu et al. [264], several recent publications could be beneficial,
including the works on predictive visual analytics by Lu et al. [269], integration of
ML and VA by Endert et al. [120], visual interaction with DR by Sacha et al. [351],
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interactive analysis of word embeddings by Heimerl and Gleicher [171], and UI
design for interactive ML by Dudley and Kristensson [112].

Our categorization of text visualization techniques served as a foundation
for the design space of sentiment and stance visualization techniques, which
was discussed in detail in this chapter. While the overall number of sentiment
visualization techniques found by us in peer-reviewed literature is much smaller
than the respective number for text visualization in general, the statistics about
the publication dates, outlets, and authors provide evidence for the interest
for this problem in the visualization community as well as in other disciplines.
The analysis of the existing techniques with regard to our categorization has
provided us with insights about the state of the art in this field, including the
profile of a typical technique and the gaps in support for various categories. This
contribution opens up opportunities for future work involving novel sentiment
visualization techniques.

Finally, we have identified the existing approaches supporting stance visual-
ization and positioned them in our design space in this chapter. In comparison
to 430 and 167 techniques included in more general text and sentiment visual-
ization data sets, respectively, the current list of techniques supporting stance
visualization in our survey includes 16 entries (excluding our own work, only
11). While some of these techniques follow the approach for stance analysis and
classification dominant in CL/NLP (that is, focusing on a small set of mutually
exclusive categories such as agreement/disagreement or pro/contra with
regard to a specific topic of interest), there is definitely room for further research
on stance visualization with different (and more extensive) sets of categories,
support for further data types, visualization tasks, and representations. Our
own work on stance visualization addressing some of these challenges will be
introduced in the remainder of this dissertation, and the contributions will be
positioned in the context of the categorization similar to Table 3.7 in the final
chapter.
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Examples provided in the previous chapters demonstrate how text data available
in digital form can be used for computational and visual analyses, in particular,
various forms of sentiment analysis and visualization. This also presents an
opportunity for researchers that are interested in stance analysis.

To reiterate, stance is a relatively broad concept in linguistics [121] related
to (inter-)subjectivity expressed in text or human conversation, e.g., attitudes,
feelings, perspectives, or judgments. Research on stance includes both theoretical
efforts (related to the definition and the knowledge about the nature of this
phenomenon) and practical efforts (related to collecting evidence and explaining
the means of taking stance), and it can lead to various text analytics applications.
The practical tasks require processing large quantities of textual data that is
infeasible for manual investigation, e.g., providing a temporal overview of stance
usage in social media, retrieving the corresponding text data relevant to stance
phenomena, or analyzing the occurrences of stance expressions. Therefore, stance
researchers are interested in automated ways of text processing that can be
offered by researchers from the field of computational linguistics (CL) or natural
language processing (NLP).

Our research project StaViCTA addressed this challenge and aimed to produce
a refined theory of stance, efficient interactive visualization and computational
techniques for its analysis, and solutions for specific applications. Due to the
early stage of research in stance analysis, the project itself followed an iterative
progress plan. Therefore, we initially focused on the categories usually detected
by the means of sentiment analysis. We considered categories of emotion as
underlying aspects of linguistic stance in order to support the construction of
the stance model in general; besides emotions, our approach supported stance
categories certainty and uncertainty with the same computational method.

In this chapter [243]1, we focus on the exploration of social media documents
(in English) and the collection of a training data set which was used later in the
project to develop appropriate machine learning (ML) approaches. The composed
training data consists of text chunks, called utterances, that are associated with
specific expressions of stance (see Figure 4.1). These utterances can be used for
both NLP purposes and manual linguistic investigation; we denote them by stance
markers. This collection of relevant stance markers is the basis for a refined theory
and sophisticated NLP models for stance analysis in general.

Here, we present our tool called uVSAT that can help stance researchers
to identify candidate documents that may contain stance expressions, analyze
the document texts, and export the new stance markers (as introduced in our
previous poster abstract [237]). uVSAT supports the research task of how we

1This chapter is based on the following publication: Kostiantyn Kucher, Teri Schamp-Bjerede,
Andreas Kerren, Carita Paradis, and Magnus Sahlgren. Visual analysis of online social media to open
up the investigation of stance phenomena. Information Visualization, 15(2):93–116, April 2016. SAGE
Publications. doi:10.1177/1473871615575079 © 2015 The Authors.

https://doi.org/10.1177/1473871615575079
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Figure 4.1: The diagram gives an overview of the underlying research problems
from the user perspective. To succeed with the analysis of stance, linguists
require means to analyze and interact with the output of NLP algorithms as
well as means of further manual investigation. These means are still missing
in the analysis loop and are indicated by the red question mark. The dashed
edges denote the user operations that depend on the results of interactive visual
analysis. Reprinted from [243] © 2015 The Authors.

can study the use and patterns of stance meanings and stance expressions in
human communication over time in order to investigate what stance markers and
stance markings are used when, why, how, where, and in what type of dialogic
sequences related to the contexts where they occur. Our effort described in this
chapter is meant to complement the existing techniques for stance analysis based
on manual close reading and traditional linguistic tools by introducing a VA
approach to this problem, while not providing a completely automatic stance
analysis yet.

The remainder of this chapter is organized as follows: the next section
provides a short background discussion of sentiment and stance analysis from
the perspective of linguistics and NLP. Section 4.2 covers the related work in text
visualization, including work dedicated to sentiment analysis visualization. After
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that, we explain the system architecture and data model in Section 4.3 as well
as user tasks supported by uVSAT in Section 4.4. Then, we describe in detail
our visualization and interaction approaches for this tool in Section 4.5. The
subsequent Section 4.6 discusses a case study from the linguistics domain based
on exploration of data with regard to anger sentiment. Section 4.7 provides the
results of a domain expert review and our reflections about the tool. Finally, we
summarize the contributions and future work in the last section.

4.1 Background

While theoretical background and computational methods for both sentiment
and stance analyses were discussed in detail in Chapter 2, we need to make
several clarifications about the approach taken for uVSAT. As opposed to some
of more complex approaches based on ML, we opt for a simplistic approach
to sentiment classification for the purposes of the visualization tool in order
to preserve transparency and simplicity. As previously noted, we have chosen
to address stance through subcategories. More specifically in uVSAT, these
are based on Ekman’s “Big Six” emotions [114], employing the NLP solution
of simple lexical matching over lists of attitude terms (which we call stance
markers, as already mentioned in the previous section). In addition to the
categories of emotion, our approach also supports stance categories certainty
and uncertainty [357]. The main goal at this stage of the project was to facilitate
experiments to further improve our understanding of stance in general and
our analysis techniques in particular. While our method of sentiment analysis
is used for uVSAT simple, such a lexical-based approach is still widely used
by visualization and visual analytics solutions [458, 492], especially the ones
aiming for high performance when processing large amounts of input data [213].
There are also several examples of combining both lexical-based and machine
learning-based approaches for sentiment analysis that report similar [309] or even
surprisingly good [156] results when using the lexical approach.

4.2 Related Work

Our tool uVSAT was designed to visualize and interact with large text data
sources as well as the results of automatic text processing which include time
series. There have recently been multiple works dedicated to text visualization
and analytics of social media. While a detailed discussion of existing work in
text visualization and, more specifically, sentiment visualization is provided in
Chapter 3, we will discuss several groups of works most relevant to uVSAT from
various aspects in this section.
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4.2.1 Time-Dependent Text Visualization

A good number of such works address temporal aspects to visualize events,
topic competition/evolution, or other time-dependent data. While some of them
introduce novel metaphors for visual encoding, multiple techniques combine
well-known representations such as line plots, river metaphors, or animated force-
directed graphs. Havre et al. [167] introduce ThemeRiver, the original technique
for temporal data visualization based on a river metaphor that is designed to
depict topic evolution in document collections. Dou et al. [107] combine trees,
text tags, and rivers in their HierarchicalTopics system to visualize the temporal
evolution of topics in corpora. Others, such as Xu et al. [484], combine line
plots, stacked charts, and word clouds to depict topic competition in social media
document collections. To support real-time monitoring of streaming Twitter data
relying on automatic text classification, Bosch et al. [41] use a timeline, word
clouds, glyphs, and maps in the ScatterBlogs2 system. For the work described in
this chapter, we decided to choose simple visual representations (line plots, text
tags, and bubble charts) for the data available to us.

4.2.2 Sentiment Visualization

While specific problems (and the corresponding analysis techniques) such as
topic modeling and event detection have been very popular in text visualization,
the interest for sentiment analysis and visualization is also arising in the VA
community. Liu et al. [261] as well as Oelke et al. [312] describe visualizations for
opinion mining of reviews. Wanner et al. [457], Cui et al. [93], and Rohrdantz et
al. [345] present approaches for visual sentiment analysis that support temporal
data. Görg et al. [156] describe fluid integration of sentiment analysis as well as
other computational text analyses with interactive visualizations in their system
Jigsaw. Online social media data is used for visual sentiment analysis by Wanner
et al. [459], Zhang et al. [489], and Hao et al. [164]. SentiView, introduced
by Wang et al. [447], not only facilitates temporal sentiment analysis, but also
augments it with relation analysis based on graph representation—this is relevant
to our long-term research goals involving intersubjectivity and stance analysis.
The work of Zhao et al. [492] describes PEARL, a visual analytics system for
multidimensional personal emotion/sentiment visualization of Twitter posts over
time and uses an approach similar to ours (based on lexical matching of emo-
tional words pertaining to eight emotion categories and three additional emotion
dimensions)—however, our work focuses on the analysis and visualization of
data related to multiple posters/authors and sources, and we are interested in
categories beyond emotions/sentiment. In general, most of the discussed works
involve sentiment analysis as a means rather than the object of research. Our
approach, in contrast to theirs, focuses on the analysis of sentiment to bootstrap
the research on visual stance analysis. This leads us to the involvement of experts
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in linguistics as users and the discussion of existing visualization approaches
related to the domain of linguistics.

4.2.3 Visualization for Linguistic Research

InfoVis and VA techniques have been used to facilitate tasks such as the analysis
of corpora (e.g. Compus by Fekete and Dufournaud [128], CorpusSeparator
by Correll et al. [88], Text Variation Explorer by Siirtola et al. [377] and those
techniques proposed by Regan and Becker [336]), the analysis of relations/re-use
(e.g., ShakerVis by Geng et al. [147] and techniques proposed by Jänicke et
al. [199]), and lexical analysis (for instance, the study described by Rohrdantz et
al. [346]). An additional category of tasks that is worthy of mention is related
to semantics: while numerous text visualization techniques use topic modeling,
experts in computational linguistics use visualization to facilitate their research
on this subject. For instance, Kabán and Girolami [207] visualize their own model
of dynamically evolving text collections. Another task related to stance analysis
is discourse analysis. Existing work on visualization of discourse includes the
graph-based approach by Brandes and Corman [44], Conceptual Recurrence Plots
by Angus et al. [16], as well as several works that focus on discourse in online
social media: Lingoscope by Diakopoulos et al. [104] or ConVis by Hoque and
Carenini [180].

4.2.4 Visual Analytics for Sentiment Research

Finally, the work that is most relevant to our approach described in this chapter is
dedicated to sentiment visualization which facilitates the research on sentiment
for linguists. Gregory et al. [157] conduct visual sentiment analysis of document
collection with regard to affect bearing words. Their approach involves eight affect
categories (positive, negative, virtue, vice, pleasure, pain, power cooperative,
power conflict) and uses IN-SPIRE for visualization purposes. The work of
Makki et al. [278] focuses on sentiment lexicon refinement from reviews data set
which involves user input via interactive visualization. Their sentiment analysis
is based on a standard positive-negative dichotomy. The two major differences
between these works and our proposed approach in uVSAT are the involvement
of online social media text data (which is dynamic with regard to analysis sessions
and available for temporal analysis) and the choice of sentiment categories (which
is a base for the further analysis of stance).

To the best of our knowledge, the problem of stance analysis and visualization
had not been explicitly addressed by work in visual analytics or information
visualization before the contribution discussed here. Therefore, we wanted to
raise the awareness of the InfoVis and VA communities with the work presented
in the current chapter by building on the discussed work in text visualization for
sentiment analysis as well as existing work on visual text analytics for linguists.
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Figure 4.2: The architecture of uVSAT comprises front-end and back-end tiers
that communicate with external servers. Reprinted from [243] © 2015 The Authors.

4.3 Architecture

In this section, we provide an overview of our software implementation architec-
ture and explain how the sentiment and stance analysis methods are applied to
the data available from our partners and remote sources.

4.3.1 System Architecture and Workflow

Figure 4.2 displays the overall architecture of uVSAT that is implemented as a
web application. The back end consists of a (visualization) server application
implemented in Java with Spark Web Framework [398] that communicates
with the Gavagai computing server, fetches the HTML content from URI links,
processes the text data and communicates the results in JSON [206] format to the
client(s). The front end is implemented in HTML/JavaScript with Bootstrap [38],
jQuery [205], D3 [94], and Rickshaw [338] libraries, and it only requires a modern
web browser to be used. While the major and cost-intensive computational
analyses are processed by the Gavagai and visualization servers, several minor
analyses (which do not require intense computations for large amounts of data)
are implemented on the client side.

4.3.2 Data Model

uVSAT has been designed to use time series data from external providers through
a RESTful API [131], as well as to fetch and process corresponding HTML data
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from respective web servers. Currently, we use time series data only from our
collaboration partners at Gavagai (though we plan to support other data sources
in the future). Gavagai analyzes text data from multiple sources, but for the
purposes of the system presented in this chapter, they use the data fetched from
various blogs and forums.

As mentioned in the background section, we focus on the simplest possible
type of stance analysis, i.e., counting the occurrences of sentiment and stance
terms/keywords in documents that mention specific target terms. This simple
approach allows our partners to support the analysis of large amounts of text data,
up to 15 million documents per day. Here, a target can be anything of interest:
a person, a brand, a company, a location, an event, or even something abstract
like a concept or an idea—as long as it can be defined by a set of keywords (also
denoted by target terms in the context of our tool). Our present set of targets T
includes the following2:

T � {diet,weapons,Hobbit,Coca-Cola,Pepsi}

To detect documents associated with stance, we consider specific markers rel-
evant to sentiment and (un)certainty from several available sources (WordNet-
Affect [404], GeneralInquirer [146], and CompassDeRose [86]), while refining
those marker lists is one of the purposes of uVSAT (since the sources above
do not differentiate stance from sentiment, etc.). Our choice of analyzed stance
categories (also denoted by observers in the context of our tool3) includes the Big
Six emotions (see Section 2.1) as well as two other categories:

O � {anger, joy/happiness,fear, sadness,disgust, surprise,
certainty,uncertainty}

As an example, weapons is a monitored target which is defined by a list of
3,771 keywords, harvested from the Wikipedia lists of weapons4. Whenever
one of these keywords is mentioned in open online media, the entire utterance
containing the keyword is analyzed for occurrences of stance markers. Here,
utterance is simply defined as a sequence of text defined by delimiter symbols, for
instance, the text fragment

“I am so sick of people who sell such rifles and so sick of people who buy
this distasteful weapon.”

2Here and below in this chapter, sans serif font is used to indicate targets of interest.
3The term “observer” originates from the Gavagai API, and its meaning is related to the corre-

sponding software design pattern with regard to “observing” a signal in the processed data stream.
The term was introduced in uVSAT early during the development process and remained in usage to
avoid additional confusion from both developers and users.

4http://en.wikipedia.org/wiki/Lists_of_weapons (last accessed in February 2019)

http://en.wikipedia.org/wiki/Lists_of_weapons


4.4. REQUIREMENTS ANALYSIS 83

contains 2 occurrences of the stance marker “sick of” and 1 occurrence of
“distasteful”, generating a polarization value of 3 for the target weapons for
observer disgust.

To summarize the description of n targets, m observers, and their possi-
ble combinations, we can describe the hierarchical structure of the data as
{(Ti , {Oi1 , . . . ,Oi j}) | 1 ≤ i ≤ n ,1 ≤ j ≤ m} for targets Ti ∈ T and the corresponding
observers Oik ∈ O, for instance, (Hobbit, {disgust,anger, . . . }).

The occurrence counts are aggregated for each target-observer combination
(Ti ,Oik)—e.g. Hobbit/disgust or Hobbit/anger5—over a specific timeframe
which is presently set to one hour. Thus, all occurrence counts for a specific stance
category within this timeframe [t1; t2] are summed, resulting in an hourly value
v for each combination. These values are then retrieved and visualized by uVSAT
as time series. Because of this aggregation step (which is necessary to reduce
the complexity and computational demands), the time series data describes the
general tendencies with regard to stance, but it does not directly provide any
details about the distribution of specific markers. Therefore, further exploration
of the original text documents is required from the users.

The Gavagai API also provides URIs to the documents used to calculate the
polarization values (taking (Ti ,Oik , t1 , t2) as arguments and returning sets of
URIs), although the corresponding HTML content has to be downloaded and
processed on our side. Unfortunately, the total amount of available data makes it
infeasible for the VA tool to prefetch everything.
Therefore, we limit ourselves to queries for specified sets of target-observer
combinations across interactively selected time intervals (although we plan to
support streaming data in the future).

4.4 Requirements Analysis

After the introduction of the fundamentals and research gaps of visual stance
analytics including a short discussion of the origin and structure of available
data sets, we are able to take a closer look at the actual analysis challenges and
most important tasks that uVSAT should address. They are based on extensive
discussions with our collaboration partners in linguistics and CL.

4.4.1 Analysis Challenges

We have designed uVSAT to facilitate users with answering the following ques-
tions:

Q1 How do the calculated values for targets/observers change over time? What
are the overall temporal trends?

5Note that we equivalently use the notations (Ti ,Oik ) and Ti/Oik .
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Q2 How to identify “interesting regions” in multiple time series which span over
long intervals of time? How to reduce the visual complexity with regard
to noisy data?

Q3 What are the original documents associated with the values for targets/ob-
servers? How to identify the most interesting documents with regard to
stance analysis?

Q4 How are markers distributed in a particular document?

Q5 How are specific markers distributed in the retrieved sets of documents?
How to identify the documents with a large number of markers or the
documents which contain a lot of unique marker types?

Q6 How to handle a long analysis session involving multiple time intervals and
document sets? How to recover a previously discarded document set?
How to navigate quickly to a previously analyzed document set?

Q7 Are there any relationships between analyzed document sets?

Q8 How to use particular marker, document, or document set analysis results
for further investigation?

4.4.2 Analytical Tasks

These questions and problems can be mapped to the following categories of
high-level (analytical) tasks:

T1 Time series analysis: compare the values for various targets and observers
(Q1, Q2), explore trends (Q1, Q2), identify interesting regions for further
investigation (Q2).

T2 Document sets navigation: query for the documents associated with selected
observers / time intervals (Q3), keep track of related queries (Q7), and
navigate the queries history (Q6).

T3 Document sets analysis: explore the retrieved document sets (Q3) and reveal
the general trends by using data aggregation (Q5).

T4 Document navigation: query for specific documents either explicitly (Q6) or
while navigating enclosing document sets (Q3) and aggregated data (Q5).

T5 Document analysis: explore the text content and stance markers distribution in
a selected document (Q4), export the static content for manual investigation
(Q8).

T6 Stance marker collection: export the selected utterances (or parts of them) as
new markers (Q8).
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In the following section, we discuss our visualization approach in detail, justify
the design decisions, and refer back to the above listed research questions and
tasks.

4.5 Visualization Approach

The graphical user interface (GUI) of our tool6 offers a tab-oriented design with
two types of tabs (see Figure 4.3 and Figure 4.4): a single timeline view tab
that is used to work with an arbitrary number of timeline plots, and multiple
document view tabs that are opened by the user when fetching the document
URIs for selected time intervals. As the timeline view is the entry point of all
visual analyses supported by our approach, we start our discussion with this
view.

4.5.1 Timeline View

The timeline view tab (see Figure 4.3) provides the users with the interfaces
for exploring time series data for selected targets/observers and specified time
intervals. Note that fetching the input data to be analyzed—i.e., the initial selection
of specific targets, observers, and time ranges—from the Gavagai server is done
via a simple dialog box as explained in our case study (see Section 4.6). In this
section, we concentrate on overall design aspects including visual representation
and interaction possibilities.

4.5.1.1 Color Coding Considerations

Before we address the particular representations, we have to explain the color
coding scheme used for the timeline view as well as document views. As men-
tioned in Section 4.3.2, the analyses supported by our tool involve combinations of
targets Ti and specific observers Oik . So, the resulting hierarchical data structure
for one specific target might be (diet, {anger, joy, . . . }), for instance. The time
series data fetched from our partners is organized this way with the focus on
target-observer combinations, and our initial choice of the color coding was based
on the decision to provide a unique color for each combination. However, this
approach had two issues: first, the sheer number of combinations (45 entries
in our present set of target/observer combinations) made it difficult to use a
color scheme that would facilitate the users’ perception of the data. And second,
that color scheme was not related to the scheme for document views (described
below), so the users could easily lose the mental map when switching between
the view tabs.

6A demo video for uVSAT is available at https://vimeo.com/128357373 (last accessed in February
2019).

https://vimeo.com/128357373
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The analyses employed by document views (see Section 4.5.2) concentrate on
the observers, i.e. stance categories, and do not differentiate between observers
related to various targets. This had an implication that the color coding for
document views was initially based on ColorBrewer [85], and it contained
separate colors for observers and targets.

Afterwards, we have changed the color coding used for the timeline view in
accordance to the TreeColors approach [416]. To generate the colors, we have
inverted our hierarchy to the form {(O j , {T j1 , . . . ,T ji}) | 1 ≤ j ≤ m ,1 ≤ i ≤ n}, for
instance, (joy, {diet,Hobbit, . . . }), and then used the TreeColors package. The
resulting color coding aims to assign different observers distinct color hues;
however, it is not perfect, since there are still too many of those. The colors
assigned to target-observer combinations pertaining to the same observer have
rather similar hues. This, on the one hand, makes it simple to spot such similar
combinations. On the other hand, though, it makes it difficult to discern such
plots—this is partially alleviated by interaction techniques such as details on
hover and filtering. Overall, the main benefit of this approach is that it allows of
using the same color hues for observers across the timeline and document views,
which helps to preserve the users’ mental map.

4.5.1.2 Data Hierarchy View

After the input data has been loaded, the users are provided with the data
hierarchy view displayed in Figure 4.3(a) that shows the hierarchical structure
of the available target-observer combinations. Users can also open a tab with
sparkline-like [432] “overview plots” (see Figure 4.10) for all fetched time series
which are similar to regular timeline plots with highlighted regions of interest
(ROI) (see below). These overview plots support a simple way to compare the
time series and to find more general patterns in the data (research questions Q1
and Q2). As soon as interesting target-observer combinations are found, the user
may want to investigate this data in detail and drag-and-drop the entries from
the data hierarchy view onto the main part of the tab. Then, uVSAT displays the
timeline plots for the chosen combinations. For instance in Figure 4.3, a user has
selected three views where several target-observer combinations are visualized.

4.5.1.3 Timeline Plots

uVSAT uses a standard line plot representation for time series data (see Fig-
ure 4.3(b)) and supports usual interaction techniques for such plots (research
question Q1). We have chosen this visual representation as our domain experts
are already familiar with it. In addition, line plots can be easily extended with
additional graphical features. Details on hover, plot overview, and scroll & zoom
are provided by default by the Rickshaw component. Users are also able to filter
the plots with regard to visible target-observer combinations by switching on and
off the corresponding labels. Our tool supports multiple plots displayed on the
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same canvas (users can drag-and-drop additional items from the data hierarchy
view) or separately (users can drag the plot containers to change the timeline
view layout). For the comparison of several plots displayed side by side, users
can control the automatic vertical scaling—by default, plots are scaled to fit the
containers. This functionality was explicitly wished by our domain experts.

4.5.1.4 ROI Highlighting

To facilitate the search for regions of interest, our tool also supports automatic ROI
highlighting (research question Q2). Currently, we use a basic ad-hoc algorithm
for marking the regions of interest based on outlier/differential analysis. As a first
step of the algorithm, time series points xi are marked which differ substantially
(with regard to threshold parameters θ1 and θ2) either from the mean value
µx (standard deviation σx is used for comparison), or from the preceding point
(judging by the first derivative x′i):

A � {xi : |xi −µx | > θ1σx ∨ |x′i | > θ2 max
j
(|x′j |)}

Since the source time series data is in general noisy, A will result in multiple
regions of small size (comprising only one or several points). Therefore, in the
second step we smooth the results by marking neighboring points as parts of
ROI, which will result in contiguous regions:

ROI � A∪{xi : (xi−1 ∈ A)∨ (xi+1 ∈ A)}

Regions of interest are highlighted by thick line segments (cf. Figure 4.3(b)). The
algorithm parameters θ1 and θ2 can be adjusted by the user, which can be used
to partially alleviate the problem of noisy data or to increase/reduce the number
of highlighted regions to focus on.

4.5.1.5 Trend Analysis

Users have several options of conducting trend analyses over selected time
intervals for specified observers (see Figure 4.3(c)). uVSAT supports linear and
quadratic time series trend analysis based on polynomial regression (calculated
with the Ordinary Least Squares (OLS) method [365]). We implemented two
variations: one can choose to either render trends as overlay plots (cf. Figure 4.5(a))
or to substitute selected timeline plot segments with trend lines (cf. Figure 4.5(b))
to reduce the visual complexity of the displayed data (research questions Q1 and
Q2). Trend lines are easily distinguishable by the use of dashed line style. Even
information about the predicted value change at the current trend rate and a
button for removing trend lines are available on hover.
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Figure 4.5: Trends in uVSAT can either be displayed either (a) as overlay plots or
(b) instead of original plot segments. Reprinted from [243] © 2015 The Authors.

4.5.1.6 Document URI Links Queries

As soon as the user is more interested in concrete documents whose frequencies
are represented by the different time-plots, he/she can select time intervals for
specific sets of observers and load the corresponding URI links to the documents
(research question Q3). In this case, a new document view tab is created and a
thumbnail of the line plot used for the query is displayed in this new view in
order to preserve the mental map. An example of this thumbnail can be seen in
Figure 4.4 in the left upper corner.

4.5.1.7 History Diagram

Since the workflow of uVSAT involves multiple document view tabs that also may
be closed by a user during the analysis process, the need for overview and control
of such user actions arises. Our interactive history diagram (see Figure 4.3(d) and
Figure 4.6) provides an overview of the document URI queries sequence, their
results, and relations to each other (research questions Q6 and Q7).

In this diagram that supports the so-called analysis provenance [219], nodes
represent URI queries and edges represent the detected relations between cor-
responding query results (this partially resembles the visualization approach
described by Cernea et al. [68]). The size of every node is proportional to the
number of URI links retrieved for the corresponding query. Nodes are repre-
sented by glyphs similar to pie charts (though only qualitative information about
relevant observers is used), following the same color coding of observers as the
timeline plots. The currently selected node is highlighted in yellow. Since the
diagram is used for history navigation, it also contains a dedicated node (depicted
by a triangle) that represents the up-to-date interface state. Edges connect only
nodes whose query results contain common subsets of URI links. The size of
common subsets (i.e., Jaccard similarity of link sets [163]) is mapped to edge
opacity, thickness, or both of these attributes (selected as a user setting). The



4.5. VISUALIZATION APPROACH 91

Figure 4.6: The history diagram allows users to keep track of document queries
and navigate between interface states. Reprinted from [243] © 2015 The Authors.

layout of the history diagram is based on arc diagrams by Wattenberg [464]:
nodes are simply aligned along a horizontal axis in the order of corresponding
queries, and edges are rendered as curved arcs. We apply a random-order greedy
heuristic described by He et al. [168] to decrease the number of edge crossings
when allocating edges to the upper/lower part of the drawing.

The interactive history diagram covers the following functionalities: every
time a user issues a URI links query that leads to the creation of a new document
view tab, the state of this new tab and the timeline view tab are saved, and a
corresponding node is added to the history diagram. When the user clicks on a
history node, the timeline view tab state is restored, a document view tab with
corresponding state is either created or brought into focus (if currently present),
and the user actions temporarily stop affecting the history state (e.g. issuing a
new query will not add the resulting state to history)—we have chosen such
behavior to keep the history sequential. When the user clicks on the triangle, the
previously saved up-to-date state is restored. Under circumstances, this can lead
to some document view tabs getting closed.

4.5.2 Document Views

A document view tab (see Figure 4.4) basically consists of two areas. The left
(smaller) area provides information about all documents fetched based on the
selection made with a timeline plot. Thus, it shows the aforementioned line
plot thumbnail used for the query as well as a list of links (see Figure 4.4(e))
to HTML documents (blog posts, forum messages, etc.) that were marked as
associated with a specific target-observer combination. Users can filter the list
by URI domain and sort it by the timestamp value or by polarization value (as
reported by the Gavagai server). Polarization values are also used for the color
coding of list entries (research question Q3).
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By selecting a link from the list, the corresponding document content is
fetched, processed at the (visualization) server side, and rendered at the client
side. If the content is not available at this time, the corresponding list entry is
marked. The document data at this stage is raw HTML which affects the analysis.
This is because the source code comments and metadata (such as keywords) often
contain text irrelevant to the document content. To direct the user’s focus on
textual document data, uVSAT renders the HTML content as plain text by using
the Jericho library [201]. All data and analysis results related to the single focus
document are shown in the second area on the right hand side of the document
list. This area integrates four subviews: the current document view, the current
document details view (not further discussed here), the document marker view,
and the current document overview.

It should be noted that uVSAT also provides an opportunity to copy the query
link for a given document view tab and to use it in later analysis sessions by
opening a tab with identical contents (research question Q6).

4.5.2.1 Current Document View

Figure 4.4(f) displays the text representation of a document. The stance markers
and target terms are highlighted and support brushing in coordination with
the other views (research question Q4). The motivation for the color coding
for document view tabs was described above: it uses a scheme with 8 colors
for stance markers and a separate scheme with 5 colors based on ColorBrewer
for target terms since targets share stance markers associated with observers
(categories of stance), e.g., the word “commendable” is a marker of joy for both
Hobbit and Coca-Cola. To distinguish target terms from stance markers, the
former are marked by a striped background pattern.

4.5.2.2 Document Marker View

Information about stance markers (and their occurrence counts) as well as target
terms detected in the current document is summarized in the document marker
view (see Figure 4.4(g)). The stance markers for each observer are sorted by
their counts to facilitate user investigations (note that target term occurrences do
not affect the statistics, since such terms are not directly related to expressions
of stance). The users can navigate the document with regard to marker/term
occurrences and to filter them (research question Q4).

4.5.2.3 Current Document Overview

To give users an overview of markers/terms distributions in the current docu-
ment (and an additional means of navigation), uVSAT provides several visual
representations displayed in Figure 4.4(h). First of all, a 2D overview is visualized
by mapping the current positions of all markers/terms onto a canvas (they are
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represented by circles and diamonds, respectively). The current viewport is
displayed as a rectangle. This overview supports navigation by clicking on a plot
item or the canvas. Additionally, a separate 1D overview for each observer and
target is visualized by projecting the positions of corresponding markers/terms
onto a vertical axis. Such overviews help the users to immediately perceive
the distributions over the document length since the 2D overview can become
cluttered in case of numerous markers/terms. 1D overviews support document
navigation by clicking on plot items. Seeing such distributions is especially inter-
esting for our domain experts, because it is important for a better understanding
of stance in discourse (research question Q4), for instance, if a marker for a
specific stance category mostly occurs in the context of another marker.

4.5.3 Aggregation Charts

While the techniques discussed above allow the users to analyze a selected
document in detail and provide an indication of interesting documents (by
polarization values), the document sets retrieved for certain queries may contain
thousands of documents, and the users will benefit from a method that helps them
to select documents that are interesting for further stance marker investigation
(research question Q5). uVSAT addresses this problem with a technique that
we call aggregation charts: it provides an informative overview and means of
navigation for the current document set with regard to detected markers and
observers (cf. Figure 4.7 and Figure 4.8).

The visual representation is based on basic bubble charts described by Viégas et
al. [444]. Every item in the chart represents a single document which corresponds
to the target; the color coding is based on the nominal target values. A single
item is visually represented by a glyph consisting of two nested circles. The size
of the outer circle is proportional to the total number of corresponding stance
markers detected in the document, and the size of the inner circle (filled with
a more saturated color) is proportional to the number of unique marker types
detected in the document. For instance, a document with 100 occurrences of
a marker “good” and 100 occurrences of a marker “bad” has only two unique
marker types: “good” and “bad”.

The aggregated data used for these charts can be organized in two ways: by
observer and by stance marker. In the former case, a separate chart is visualized
for each observer associated with the document set. In the latter case, one
individual chart is visualized for each unique marker type (belonging to present
observers) that has been detected in at least one document.

Figures 4.7 and 4.8 display examples of aggregation charts visualized for a
document set based on 1,517 URIs retrieved for the target-observer combinations
Coca-Cola/joy, Hobbit/joy, and Hobbit/certainty. In Figure 4.7, the charts are
organized by observer: the left chart contains items pertaining to both Coca-Cola
and Hobbit, however, the right one does not contain items for Coca-Cola, since
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Figure 4.7: Aggregation charts organized by observer allow users to explore the
distribution of documents with respect to the corresponding observer. Reprinted
from [243] © 2015 The Authors.

no corresponding target-observer combination was available. The figure also
shows the details for a chart item displayed on hover. An example of aggregation
charts organized by stance markers is displayed in Figure 4.8. There are multiple
charts sorted by the corresponding document numbers in decreasing order, and
the user can browse these charts with a specific marker in mind. Details for the
first chart (marker: “good”) are provided in a tooltip. Here, the currently selected
document is highlighted (yellow) in all charts.

Aggregation charts facilitate quick perception of the distribution of observers /
stance markers in all documents, identification of documents with a large number
of stance markers or unique marker types, navigation to such documents, and
analysis of document properties concerning other observers / stance markers (by
brushing the corresponding chart item).

4.5.4 Marker and Document Export

One aim of our visualization tool is to identify and collect relevant stance markers
from a larger number of analyzed documents (research question Q8). uVSAT
supports export of new stance markers from document view tabs by selecting a
portion of text in the current document view (depicted in Figure 4.4(g)), assigning
it with arbitrary tags, and exporting it to a JSON file. This approach allows us to
collect a data set of stance markers not restricted to the categories currently used
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Figure 4.8: Aggregation charts organized by marker allow users to reverse the flow
of analysis: they can concentrate on document distributions with regard to a
specific interesting stance marker. Reprinted from [243] © 2015 The Authors.

for observers. Moreover, we are able not only to collect stance markers as short
phrases (1-grams [279], 2-grams, or similar), but also to collect larger utterances
which provide context for stance analysis.

Our tool also supports export of currently viewed documents and aggregation
charts as static HTML pages. In the former case, the document view with
highlighted stance markers and target terms, document details, hierarchical
markers view, and document overview (essentially, all the data pertaining to the
current document in a document view tab) are exported. In the latter case, all
aggregation charts that are currently available are exported together with the
corresponding document set query (used observers, selected time interval, etc.).
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This feature allows users to store static data for further manual investigation or
referencing, which can be especially helpful for researchers in linguistics.

4.6 Case Study: Linguistics Research

The case study described here is one in which a linguist has chosen to analyze
negative sentiments of stance (focusing on anger) in blogs, within a limited
one-week timeframe. This example illustrates how researchers in linguistics
benefit from our tool when conducting stance analysis. The event chosen was the
highly controversial Coca-Cola commercial presented during Super Bowl XLVIII7

in February 2014 (03 Feb 2014 CET). The aims of the analysis are the following:

A1 analyze the overall usage of stance-related sentiments for the timespan of the
scandal,

A2 identify the document with the largest number of markers of anger,

A3 identify the most frequently used anger markers,

A4 analyze how such markers are used in the previously identified document,
and

A5 finalize the choice of the detected document for further linguistic research.

For performing an accurate analysis, data revealing information about the com-
municative forces, the attitudes to the ideas discussed at different points in time,
and possible relationships between those attitudes must be made available to the
researcher. By using uVSAT, the linguist is able to analyze these aspects of the
social media data which would be impossible for manual stance analysis.

4.6.1 Timeline Data Analysis

First, the researcher uses the Load data dialog box and selects all Coca-Cola
observers for the time interval 30 Jan 2014 12:00 – 06 Feb 2014 12:00 CET in order
to obtain a very broad return of data (see Figure 4.9). The time series calculated
for corresponding observers are loaded from Gavagai API.

By viewing the hierarchy and overview tabs (cf. Figure 4.10), the researcher
verifies that all of the chosen observers have been loaded and confirms that there
is sufficient data to be analyzed.

The researcher immediately notices the spike of activity on multiple plots
around early hours of February 3 CET, which corresponds to the late evening of
February 2 EST—the time when the advertisement was aired in USA (aim A1).

7http://buzzfeed.com/ryanhatesthis/coca-colas-multi-lingual-super-bowl-ad-

inspired-a-racist-mel#v3khrr (last accessed in February 2019)

http://buzzfeed.com/ryanhatesthis/coca-colas-multi-lingual-super-bowl-ad-inspired-a-racist-mel#v3khrr
http://buzzfeed.com/ryanhatesthis/coca-colas-multi-lingual-super-bowl-ad-inspired-a-racist-mel#v3khrr
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Figure 4.9: The dialog box used to select the time intervals and target-observer
combinations to load time series data for. Note that there are additional observer
types (frequency, positivity, negativity) provided by Gavagai by default that
are not associated with concrete stance markers (therefore, they are beyond the
focus of our research). Reprinted from [243] © 2015 The Authors.

Figure 4.10: Part of the timeline overview: the plots for observers are ordered by
mean value in descending order, certainty being the first. Note the spike around
February 3, when the scandal occurred. Reprinted from [243] © 2015 The Authors.

Then, the researcher creates timeline plots by dragging-and-dropping the
observer items onto the timeline view. By using the slider control, the researcher
concentrates on the timespan 03 Feb 2014 01:00 – 03 Feb 2014 19:00 CET. To
confirm a conjecture that some of the observers have extremely low counts in
the current timespan (aim A1), the researcher filters them out. The remaining
observers are certainty, joy, uncertainty, and anger (see Figure 4.11). To start
analyzing the text data, the researcher issues a request for corresponding URIs.
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Figure 4.11: Timeline view: four observers for target Coca-Cola that are used
for detailed analysis are certainty, joy, uncertainty, and anger. Reprinted
from [243] © 2015 The Authors.

4.6.2 Identifying the Document of Interest

The resulting URI set comprises 3,424 document links. While the researcher
could explore this data set manually, it would take a significant amount of time
to achieve aim A2. At this point, the researcher decides to build the aggregation
charts for the current document set and to investigate the charts organized by
observer. For this, the text document data is fetched from the respective web
servers and processed by uVSAT.

The aggregation chart for anger (see Figure 4.12) comprises 1,948 documents
which in total contain 154 unique markers of anger. The researcher immediately
identifies two candidate documents with the largest number of corresponding
markers which are represented by glyphs with the largest diameters (also, with
large shaded areas which means large number of unique marker types). By
hovering on these glyphs, the researcher finds out that one of them contains 142
occurrences of anger markers (39 unique types) and another one contains 193
occurrences (41 unique types). The researcher selects the latter glyph by clicking
and loads the corresponding document.

The loaded document of interest (depicted in Figure 4.13) is a blog post8

with a heated discussion in commentaries. To concentrate on the analysis of
anger markers, the researcher filters out all markers of other observers. The
current document overview plots at the bottom of the screenshot clearly show

8http://americablog.com/2014/02/bigots-pod-coke-super-bowl-ad-singing-national-

anthem.html (last accessed in February 2019)

http://americablog.com/2014/02/bigots-pod-coke-super-bowl-ad-singing-national-anthem.html
http://americablog.com/2014/02/bigots-pod-coke-super-bowl-ad-singing-national-anthem.html
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Figure 4.12: The aggregation chart for anger provides an opportunity to identify
the document with the largest number of corresponding stance marker occur-
rences. There seem to be two candidate documents which are represented by
large glyphs (also with large shaded area). By hovering on these glyphs, the one
with larger count of markers (in this case, 193 occurrences) is identified and later
used for detailed analysis. Reprinted from [243] © 2015 The Authors.

that the markers of anger, as well as the target terms of Coca-Cola, are evenly
distributed throughout the entire document. To refine the analysis, the researcher
needs to concentrate on specific markers.

4.6.3 Identifying the Markers of anger

The aggregation charts for the current document set can be organized by stance
marker instead of observer. The researcher selects this option and explores the
resulting set of 605 aggregation charts (one per each unique stance marker type).
Since the charts are ordered by marker occurrences number in descending order,
the researcher quickly identifies several most frequent markers of anger, thus
achieving aim A3 (see Table 4.1).

4.6.4 Final Document Analysis

After identifying the most frequent markers of anger using the aggregation
charts (here: “hate”, “angry”, “offended”, etc.), the researcher concentrates on the
previously selected document and filters out all the other markers. It turns out
that some of the identified markers are also among the most frequent markers of
anger in the document as well (cf. Table 4.2).
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Figure 4.13: Document view for a selected document with majority of stance
markers filtered out. Besides the Coca-Cola target terms, only the instances of all
markers of anger are displayed. Reprinted from [243] © 2015 The Authors.

Table 4.1: Stance markers of anger in the documents

Marker

Corresponding

documents

Unique

markers

in documents

hate 579 123
angry 347 113

offended 265 92
outrage 232 91

fit 206 107

Note: The table includes the most frequently used stance markers of anger in the document set
related to the case study. This data has been discovered by investigating the details when hovering
over aggregation charts’ labels. Reprinted from [243] © 2015 The Authors.

The researcher reviews the current document overview once more (see Fig-
ure 4.14) and concludes that the identified markers are also distributed throughout
this document. As the observer anger has the marker “hate” prolifically used,
the analyst investigates further, addressing the linguistic characteristics that are
employed by users that have posted these. The linguist now proceeds with a
close analysis of the document giving critical attention to the markers “hate”,
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Table 4.2: Stance markers of anger in the selected document

Marker

Occurrences

in document

Rank

in document

hate 40 1
offended 25 2
angry 16 3
outrage 4 8

fit 3 9

Note: The table includes the number of occurrences and ranks of the previously identified stance
markers of anger in the current document. Reprinted from [243] © 2015 The Authors.

Figure 4.14: The overview for the previously selected document with only five
marker types of anger displayed. Note that even after filtering the other anger
markers (cf. Figure 4.13), numerous instances of these five marker types remain
and they seem to be distributed throughout the whole document. Reprinted
from [243] © 2015 The Authors.

“offended”, and “angry”, thus achieving aim A4. The researcher’s conclusion is
that the identified document is interesting for further manual linguistic analysis
(e.g., with regard to the flow of the conversation) as well as for preparation of
an ML training data set. By exporting the document from uVSAT, the linguist
achieves aim A5.

4.6.5 Case Study Summary

By using uVSAT, the researcher has been able to achieve her/his analysis aims, i.e.
exploring the data related to the case, analyzing the stance-related phenomena of
anger, and exporting the analyzed text data. By being able to interpret the regions
of interest on the timeline view, the researcher was able to limit a great amount
of documents to an amount for a more detailed review. The tool’s ability to
visualize multiple markers simultaneously in the document overview positively
guided the investigation. By viewing the aggregation charts, the researcher’s
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decisions were visually supported, and she/he was able to draw the conclusions
about stance phenomena in the data set. The potential for employing these
different refinement possibilities lets the researcher review statistical plots that
are dynamic and updated as new postings are incorporated into the document
view. The analysis features provided by the document view complements the
manual stance analysis based on close reading. Overall, the patterns constructed
by uVSAT create an ample opportunity for the researcher to employ user-based
data en masse.

On a final note, the linguist began with one specific study area. After using
uVSAT, the researcher concluded that the data has also revealed three other
possible areas of interest: (1) directionality and frequency of the anger markers,
i.e., who the poster intends as the recipients and how often they appear and
respond; (2) instances of how posters modify their use of anger, i.e., intensifiers
or attenuators; and (3) if anger is negated so as to create a positive meaning. The
tool has provided several new potentials for future lines of research that could
have gone unnoticed if traditional linguistic investigations were used.

4.7 Expert Reviews and Discussion

In this section, we present the results of two domain expert reviews as well as
a discussion of performance issues. Based on these findings, we discuss some
lessons learned during the development and testing phase of uVSAT.

4.7.1 Domain Expert Reviews

For the time being, our research partners at Lund University have been the primary
users of uVSAT. They are familiar with standard tools for corpus analysis (e.g.
AntConc, BYU-BNC, WORDSMITH, or Google Ngram Viewer) as well as manual
text analysis. As a kind of project preparation, we introduced basic visualization
concepts and techniques to them at the beginning of our collaboration. Their
suggestions and feedback during the design and development stage of uVSAT
are summarized in the following with regard to general analysis workflow,
visualization and interaction techniques, and possible improvements for the tool.

4.7.1.1 General Analysis Workflow

The experts have been very enthusiastic about the opportunity to analyze a large
number of online social media documents in detail with regard to stance and
sentiment in an interactive way. They have noted that their usual tools of choice
in most cases require text preprocessing and employ static or rarely updated
corpora, as opposed to our approach:

“The uVSAT tool can accommodate the time factor and help the analyst
sift through large amounts of data where important chunks could easily
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be overlooked. Using the uVSAT tool, which is visually driven to reveal
patterns, the researcher can track these and follow how language is being
shaped by current digital communications.”

The experts have also appreciated the fact that uVSAT is implemented as a
web application which does not require a specific OS or installation/update
procedures.

4.7.1.2 Interactive Visualization Approach

The feedback on the design of both timeline and document views has been
positive. The experts have approved of the features facilitating the time series
analysis, in particular, they have liked that ROI highlighting is turned on by
default. The experts have commended the usage of color coding to highlight
the regions of interest as well as the markers/terms. They also have approved
our decision to convert HTML documents into plain text in order to concentrate
on the text content in the document view tabs. The experts have also been very
positive about the aggregation charts as a means of overview, pattern detection,
and navigation:

“Aggregation charts give extremely comprehensive views that are easily
understood by this user. These images result in giving the researcher a direct
visual confirmation of the number of markers, which then can be scrolled
through, chosen and loaded.”

The ability to export stance markers and the content for further manual investiga-
tion was also commented on:

“This gives the user a pro-active involvement in the ongoing improvement
of the tool that is neither confusing nor time-consuming.”

4.7.1.3 Possible Improvements

One of the experts’ suggestions during the development was related to the
comparison of several timeline plots. We have addressed it by providing an
ability to control the layout of the timeline view and to disable the automatic
vertical scaling which allows the user to compare the plots situated side by side.
The feedback also included some complaints related to the tool performance
(see below in the next subsection) as well as a wish for additional functionality
related to document set overview (e.g. clustering the documents in aggregation
charts by the URL domain). We have also learned that the trend analysis feature
is only rarely used since it currently focuses on already available time series
data—therefore, we are planning to extend this feature by supporting predictive
trend analysis to increase its level of utility.
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4.7.1.4 Expert Review Summary

The experts have stated that uVSAT is a useful addition into their arsenal of stance
analysis techniques. They are using it to explore and analyze the social media
data, and complement it with manual stance analysis as well as by processing
the exported data with other software tools, e.g., for concordance analysis. They
have also started to collect the ML training data set, thus achieving the general
design goals. In general, the domain experts have concluded the following:

“For a linguist, uVSAT is a viable tool for working with stance analysis.”

4.7.2 Performance and Scalability

In this subsection, we discuss certain aspects that affect the user experience when
trying to apply uVSAT for the analysis of rather large data sets: data transmission
delays, data processing delays, and user interface responsiveness.

The original version of uVSAT described in our article [243] stored neither
time series data nor document text data on our visualization server. Hence,
uVSAT issued requests for time series data, URIs, and HTML content from
external servers on demand. This led to delays while retrieving the source data.
Additional delays occurred while transmitting the data between the front-end
and back-end components and, finally, while processing the data at the server
side.

We addressed the networking delay by conducting some types of analyses
(such as ROI highlighting or trend computations) on the client side. It seemed,
though, that the performance bottleneck was the step of fetching the HTML
content from numerous external servers which may have varying connection
speed, performance, access frequency limitations, and even availability. Since
that version, we have implemented support for caching the external data and
some processing results in a local database (more specifically, MongoDB [298])
on our visualization server.

As for the UI responsiveness: D3 and Rickshaw use SVG for rendering which
may require significant computational resources (and leads to UI lags). On a 2013
MacBook Pro computer with Intel Core i7 processor (2.3 GHz), sensible UI delays
start to occur when re-rendering plots with a total of about 3,000 points. This is
partially addressed with a style of workflow involving preliminary analysis of
time series overview and focusing on selected time intervals.

4.7.3 Lessons Learned

Our visualization approach in uVSAT involves multiple coordinated views [343]
based on standard representations. Its main advantage (as opposed to a more
complex integrated view) is the ease of user adoption: the primary users of
our tool are researchers in linguistics who do not tolerate abundant details or
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unintuitive visual representations. The corresponding disadvantage, however, is
the necessity of large display area to lay out all the views in sufficient size. We
plan to address this issue in the future by developing novel visual representations
for stance-related and time-dependent text data, having the domain particularities
in mind.

The fact that our source data originates in online social media also has certain
consequences: the text documents may be edited or deleted at any time. This
presents us with a trade-off between data validity and performance. By fetching
online data on user’s demand, every document is analyzed in its up-to-date state
(or it is marked as unavailable), but it requires computational resources (and it is
also related to inevitable networking delays). Otherwise, if the data is cached
while the original data is modified, it would actually invalidate the detailed
analysis of document contents. The current version of uVSAT seeks the trade-off
between these cases by storing the precomputed time series in the database and
caching the contents of a number of recently accessed documents. Other possible
strategies for addressing these issues would be to involve uncertainty tackling
techniques at the visualization stage or to store multiple versions of document
data.

4.8 Summary

In this chapter, we have introduced an approach for stance analysis based on
sentiment and certainty/uncertainty considerations. We have presented our
visual stance analysis tool uVSAT that supports interactive exploration of time
series data associated with online social media documents, including the text
content of such documents. While uVSAT does not provide completely automatic
stance analysis, it assists linguists by complementing manual stance analysis of
text documents based on close reading with a visual analytics approach that
allows the researchers to make use of massive data sets originating from social
media.

The contributions of the chapter include the description of a VA tool that
contains multiple approaches for analyzing temporal and textual data as well
as exporting stance markers in order to prepare a stance-oriented training data
set. We have also presented special visualization techniques developed for our
tool: the history diagram (for document set query analysis provenance) and the
aggregation charts (for document set overview, navigation, and comparison).

We used uVSAT for the purposes of the StaViCTA project, and we provided
feedback from the linguistics experts in this chapter. By using uVSAT, our
researchers in linguistics were able to collect stance markers and utterances
that were later used to define stance categories other than sentiment and cer-
tainty/uncertainty (e.g. concession, disagreement, etc.). The tool was actively
used for collecting documents that formed the training data set for our researchers
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in NLP as well as for actual stance analysis conducted by the linguists. The
process of applying this collected data for training a machine learning classifier
is discussed in the next chapter.

At the time of finishing our original article on uVSAT [243], some of the
future work plans included support for a local database in order to improve the
performance and implementation of a lightweight lexical matching-based NLP
engine independent from Gavagai API in order to support additional data sources.
The former of these tasks was completed with MongoDB being supported on
our visualization server. Implementation of an NLP engine and support for
consuming streaming data from Twitter [436] at the back end was also carried out
for the latter task, and the tool will eventually switch to this data pipeline instead
of Gavagai API. Other future work plans for uVSAT include implementation
of additional overview and navigation techniques for document sets, support
for uncertainty tackling (with regard to missing time series data as well as
unavailable web documents), and user studies to evaluate the effectiveness of
single techniques such as the history diagram and the aggregation charts.
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As we have established in the previous chapters, research on stance [121] is ac-
tively ongoing in linguistics and computational linguistics (CL) / natural language
processing (NLP) [296, 297, 389–391]. Stance-taking ranges from general agree-
ment/disagreement to fine-grained indications of wishes and clearly expressed
emotions. These may be expressed through a wide variety of constructions
in human communication such as morphemes (“thinkable”, “doable”), words
(“perhaps”, “believe”), or larger units (“I rest my case”).

The potential applications for such an analysis technique include social
media monitoring, analysis of political debates, literature studies, integration
in intelligent user interfaces (e.g., in order to adapt the interface based on the
stance expressed by the user), etc. However, the existing efforts to build a fine-
grained stance classifier are facing multiple challenges related to the collection
of training data as well as the actual design and training of a machine learning
(ML) classifier. The existing annotation and classifier training approaches have
only limited support for the tasks related to stance classification. Furthermore,
they do not provide a sufficient level of support for exploratory visual data
analysis of annotated data. The researchers and analysts working with such
annotation environments could benefit from data visualization by gaining insights
about various aspects of stance phenomena in the collected data. They could
apply this knowledge to improve both the theoretical framework and practical
applications of stance analysis. Therefore, there is a need for an approach
combining computational and visual analyses to facilitate such users.

In this chapter [242]1, we discuss our system, called ALVA (Active Learning &
Visual Analytics), which was introduced in our previous poster abstract [238].
ALVA is an integrated visual analytics solution designed as part of a collaboration
with researchers in linguistics and CL in our project StaViCTA to support all
stages of the annotation and classifier training process (see Figure 5.1). Since
some of the stance categories are very sparse in the source data, our solution
follows the active learning approach [370,422] to select candidate utterances for
further annotation. Our collaborators have used it for annotation and analysis of
stance in social media texts in English collected from blogs and forums. In fact,
they have compiled an annotated corpus of text on Brexit2, named Brexit Blog
Corpus (BBC) [383].

We deliberately constrain the scope of this chapter to supporting the data
annotation and classifier training stages with interactive user interfaces and
visualizations. The detailed description of the annotation protocol motivated
by linguistic research on stance is discussed in a separate article on the BBC

1This chapter is based on the following publication: Kostiantyn Kucher, Carita Paradis, Mag-
nus Sahlgren, and Andreas Kerren. Active learning and visual analytics for stance classification
with ALVA. ACM Transactions on Interactive Intelligent Systems, 7(3):14:1–14:31, October 2017.
doi:10.1145/3132169 © 2017 ACM.

2http://en.wikipedia.org/wiki/Brexit (last accessed in February 2019)

https://doi.org/10.1145/3132169
http://en.wikipedia.org/wiki/Brexit
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Figure 5.1: The overview of the main aspects of the proposed approach. The
overall process involves the annotation and visual exploration loop initiated by
the users (in gray), and the active learning loop initiated by the stance classifier
(in red). Reprinted from [242] © 2017 ACM.

corpus [383]. The description of the stance classifier from a CL/NLP perspective
is discussed by Skeppstedt et al. [390].

The rest of this chapter is organized as follows. We start by providing the
background information on stance analysis and stance annotation concerns in
Section 5.1. In Section 5.2, we discuss related work on annotation tools for textual
data, visual support of annotation and classification, and the previous work on
stance visualization. An overview of the system and the concrete user tasks for
visual analysis based on the available data structure and classification schema are
discussed in Section 5.3. Our resulting visualization methodology is described in
Section 5.4. We illustrate the features of ALVA with a case study in Section 5.5.
Finally, we discuss the insights and notes from our domain experts in Section 5.6
and conclude this chapter with Section 5.7.

5.1 Background

As described in previous chapters, our StaViCTA project concerned stance analysis
involving written texts in English originating in social media. The approach
described in this chapter aimed to facilitate the project stage dedicated to data
annotation and classifier training. The researchers in linguistics defined a set
of notional stance categories that could occur in utterances (text chunks) in a
non-exclusive manner, i.e., a single utterance could in general be associated with
several categories. The source data was presented to the annotators in batches in
a specific order, thus forming multiple annotation rounds. Further details about
the annotation process are discussed in Section 5.3.2. Table 5.1 presents the list of
stance categories used during the annotation process alongside the statistics of
their occurrence in the collected data set.
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Table 5.1: The stance categories used in our work with ALVA

Category Occurrences in data

Agreement and disagreement 3.6%
Certainty 6.8%
Concession and contrariness 16.3%
Hypotheticals 7.8%
Need/requirement 8.3%
Prediction 9.3%
Source of knowledge 11.1%
Tact and rudeness 3.9%
Uncertainty 8.1%
Volition 2.4%

Irrelevant 4.3%
Neutral 39.9%

Note: irrelevant and neutral represent invalid utterances (e.g., only numbers or URLs) and lack of
any other categories, respectively. They are treated as additional categories for convenience
throughout this chapter. Color coding used for categories in ALVA is discussed below in Section 5.4.1.
Reprinted from [242] © 2017 ACM.

Since our annotation process involves multiple non-exclusive categories and
varying sets of annotators assigned to annotation rounds, it also presents certain
difficulties for the analysis and visualization of process statistics. Annotation
studies in CL usually involve computations of inter-annotator agreements to
evaluate the concord between several annotators, and sometimes intra-annotator
agreements for the same annotator over several annotation rounds. Artstein and
Poesio [18] provide a comprehensive overview of methods for computing the
inter-annotator agreement in several common settings. We apply some methods
discussed in their survey and calculate agreement values separately for each
stance category. Observed agreement is calculated as the proportion of agreeing
annotations for two sets of annotations. Chance-corrected agreement adjusts
the observed value to account for random agreement occurring by chance. We
calculate chance-corrected agreement as Cohen’s kappa [82]. Individual agreement
values and summaries for stance categories are represented in our visualization
interface described in Section 5.4.2.

5.2 Related Work

In the following, we distinguish between related work on (1) annotation tools for
NLP tasks, (2) visualization of annotation and classification processes, and (3)
visualization of stance phenomena.
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5.2.1 Annotation Tools for Textual Data

The existing annotation tools for textual data can be classified into two classes
for our purposes: (1) regular general-purpose tools and (2) tools which support
active learning.

5.2.1.1 Regular Annotation Tools

There exist a number of text annotation tools for CL/NLP tasks discussed in the
literature. Some of the earlier examples include systems such as WordFreak by
Morton and LaCivita [302], MMAX by Müller and Strube [303], and Knowtator by
Ogren [313]. These tools are typically designed to annotate data for well-known
tasks such as part-of-speech (POS) tagging, dependency parsing, and named
entity recognition (NER). While they can provide a rich set of customizations
with regard to the annotation schemata, their weaknesses include deployment,
management, and usability issues for annotation projects involving multiple
annotators with varying level of technical skills.

More recent contributions address most of such issues by providing web-
based annotation environments which separate user roles and provide annotators
with less cluttered and more intuitive user interfaces. Stenetorp et al. [402]
discuss a web-based system, called BRAT, which supports annotation for multiple
NLP tasks and uses colored text spans and labeled edges in the annotation
interface. Yimam et al. [486] extend the ideas of BRAT in their system, called
WebAnno, which provides better support for multiple annotation layers and tag
sets configuration. These environments are limited with regard to the exploratory
visual analysis of both the annotated data and the annotation process, though. A
better level of analytical support for administrators and analysts is provided in
the Marky system by Pérez-Pérez et al. [323], which includes a bar charts-based
overview of inter-annotator agreement as well as a confusion matrix for a given
annotation round. Still, it does not support the visual analysis of the resulting
annotated data set.

5.2.1.2 Active Learning Tools

Several existing tools provide some forms of integration with a classifier, which
is also relevant to our work. For instance, WordFreak and BRAT discussed
above support variations of the active learning approach. JANE by Tomanek
et al. [420] is an annotation environment based on the MMAX editor discussed
above, which provides support for active learning. The system includes a line
chart for monitoring the active learning process, but does not support further
visual analysis of the annotated data and the annotation process. Settles [369]
introduces an active learning system DUALIST that can be used for sentiment
classification, among other options. It provides a web-based annotation interface
that focuses on annotating both documents and specific features (in this case,
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salient terms). DUALIST lacks of support for visualization of the collected data,
though, which makes it difficult to get an overview during/after the training.
Huang et al. [185] propose a user interface for customer reviews editing, which
interacts with an aspect-based sentiment classifier and collects the training data
at the same time—however, their interface does not support either active learning
or visual analysis of the collected data. Poursabzi-Sangdeh et al. [328] introduce
a system called ALTO designed for interactive annotation of texts with topic
labels. ALTO uses active learning and topic modeling to suggest candidate
labels. In contrast to our approach, it uses a list-based interface to represent
the data set which does not support exploratory visual analysis. Finally, the
work of Magnini et al. [276] discusses an active learning system TextPro-AL that
provides a customizable pipeline including NLP components, annotation editor,
and a visualization component for monitoring the active learning process with
a line chart. Compared to TextPro-AL, our approach supports a much wider
variety of visual analysis tasks and representations. Our system ALVA is also
focused (at least currently) on annotation and visualization tasks related to stance
classification, which is not addressed by the tools discussed above, even though
some of them could potentially be adapted/applied to this problem.

5.2.2 Visual Support for Annotation and Classification

Our work is relevant to the visual support of data annotation and classifier
training. Thus, previous work includes contributions from the visualization
community as well as CL and ML communities.

5.2.2.1 Existing Approaches in CL/ML

Ware et al. [462] discuss an interactive visual interface for creating decision trees
using node-link diagrams, scatterplots, and bar charts. In contrast to our work,
their approach is not applicable to high-dimensional data, and it also requires the
data to be labeled, i.e., it does not provide the annotation functionality. Kranjc et
al. [228] describe how active learning can be achieved for sentiment analysis of
data streams with a data mining platform ClowdFlows. The data annotation is
performed with a text-based interface, and the results of sentiment analysis are
visualized with line/area plots and word clouds. Compared to our approach,
ClowdFlows does not provide means for visual exploration of the collected
annotated data. Li et al. [253] describe a visual interface for annotating text data.
They support two separate tasks: clustering text chunks relevant to the same
named entities by dragging nodes in a force-directed graph, and constructing
a parse tree by using a tree visualization and additional text interface. Our
approach differs in the granularity of annotations, the set of categories, and the
user tasks for visual analyses.
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5.2.2.2 Existing Approaches in InfoVis/VA

Related work in visualization includes the approach described by Brooks et
al. [52, 245] which includes a collaborative annotation environment supporting
multiple non-exclusive affect categories. Their environment provides visual
representations of annotations over time by using a calendar view and a timeline
view. Our approach is different with regard to the set of used categories and
our focus on combinations of categories. The follow-up work of Torkildson [424]
presents a novel representation of confusion data to facilitate ML classifier
training. In contrast to this approach, our work mostly concerns the annotated
data exploration. Lu et al. [271] describe an approach that focuses on feature
selection and training of various ML models for predictive tasks involving
social media data. While the overall goal of our approach is also to facilitate
an ML classifier training, we currently focus on different tasks such as visual
analysis of annotated data. The work of Makki et al. [278] focuses on sentiment
lexicon expansion/annotation with a visual interface. The users can validate
and edit predicted sentiment values of individual words by using several visual
representations: a tree cloud and a scatterplot with embedded word clouds. In
contrast, our work focuses on different categories (stance rather than sentiment)
and a different data granularity (utterances rather than words). Another approach
is discussed by Heimerl et al. [172] who provide an interactive interface for training
a text classifier for two mutually exclusive categories: “Relevant” and “Irrelevant”.
Their approach includes support for data annotation and several visualizations
based on dimensionality reduction of feature vectors and classification confidence
values. The main difference of our approach lies in the choice of categories and
corresponding tasks. Our stance annotations are effectively vectors with eleven
binary dimensions (ten stance categories + irrelevant). The usual representation
of dimensionality reduction results with scatterplots, as used by Heimerl et al.,
does not support the tasks important for our users. Similar considerations also
apply when comparing our work to the inter-active learning approach by Höferlin
et al. [178], who integrate active learning for video data ad-hoc classification into
a visual analytics system. Besides the differences in data types, categories, and
visual analysis tasks, our approach in general separates the roles of annotators
and analysts to provide the former with a simpler and non-overwhelming
environment.

5.2.3 Stance Visualization

The specific application in the focus of our work is stance visualization, which has
not been described well in existing work in InfoVis or VA, as discussed above in
Section 3.3. In this section, we focus on the few existing visualization techniques
and systems that support categories beyond mere polarity or emotions, which
are related to stance.
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For instance, Small [394] analyses the maps of science based on sentiment
analysis of citation contexts in scientific literature. Several categories used
for the analysis are clearly related to stance, for instance, uncertainty and
differentiation (contrast). Compared to our contribution, the proposed approach
does not support the tasks related to annotation and active learning.

Almutairi [10] discusses the application of the appraisal framework to text
analysis and visualization. The resulting system AppAnn supports data an-
notation, classification of text fragments with regard to dimensions of affect,
judgment, and appreciation, and several visualizations. In contrast, our work
uses a different and larger set of categories which requires a different approach
to annotated data representation, and it also supports active learning.

Our previous work [243] described in Chapter 4 introduces the problem
of stance visualization and proposes a VA approach, called uVSAT. Based on
sentiment analysis, uVSAT allows the users to analyze the occurrences of stance
markers in social media texts using lexicons for six emotion categories as well
as certainty and uncertainty. However, uVSAT does not support the stance
annotation process, visual analysis of annotated utterances, and integration with
an active learning classifier. Our domain experts used uVSAT to detect the
promising social media texts, which were imported to ALVA as the source data
for the annotation stage.

Mohammad et al. [296] provide a dashboard visualization of the annotated
stance data set used for the SemEval-2016 contest, which includes annotations
for sentiment and for/against stance. The visualization provides an overview
of the data set with regard to class distributions by using several bar charts, a
tree map, and confusion matrices. The annotated tweets are available in a text
table. While this visualization provides a certain degree of interactivity with
filtering, brushing, and linking [219], it does not allow the users to spot the
patterns occurring in the annotated data as our visualization approach does.
Furthermore, ALVA does serve not only as the starting point for the classifier
training, but rather as an environment for annotators, linguists, and CL experts,
which is used during the whole training period.

Finally, ConToVi by El-Assady et al. [115] provides an animation-based
visualization of conversation transcripts, e.g., political debate transcripts, which
allows the users to monitor the stance of individual speakers with regard to
specific topics. ConToVi focuses on stance categories related to the argumentation,
such as common ground and minimal consensus. It also employs categories
such as sentiment, politeness, certainty, and eloquence to describe the
speaker’s behavior. Our approach differs from ConToVi in the set of categories,
and more importantly, in the data origin and corresponding tasks: ALVA is
designed to support the annotation and classifier training stages, rather than to
be used with the final classifier for monitoring and analysis of incoming source
data.
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Figure 5.2: The overview of supported tasks from the user perspective. Reprinted
from [242] © 2017 ACM.

5.3 System Overview and Visualization Tasks

Our approach has been designed to address some of the challenges of stance
analysis discussed in Section 2.6 and Section 5.1. Figure 5.2 illustrates a range
of tasks supported by ALVA, which take two different user roles into account:
annotators who work only with the annotation interface, and analysts, our domain
experts in linguistics and CL who oversee the whole process. The design choices
for ALVA were initially motivated by the need to collect a training data set of
utterances (text chunks) annotated with our set of stance categories. Since it
was evident that we were facing data sparsity problems for some categories,
we decided to follow the active learning approach [370, 422]. It meant that the
classifier would have to suggest candidate utterances to be annotated next based
on certain metrics, which would make the training process more efficient than
selecting candidates randomly would. This approach requires the annotation
interface to be integrated not only with a database of utterances, but also with
the classifier. The natural next step was to introduce several visualizations
to monitor and analyze the collected annotation data, the annotation process
itself, and the classifier performance after the corresponding active learning
rounds. Furthermore, additional visualizations can be added to analyze some
specific aspects of the data, such as vector space models (VSMs) computed for
the utterances. As demonstrated in Figure 5.1, the workflow in ALVA follows two
main loops: (1) a human-computer interaction loop, and (2) the active learning
loop triggered by the computational analyses.

5.3.1 System Architecture

The architecture of ALVA is affected by some loosely coupled external components,
as depicted in Figure 5.3. The source data for our approach comprises social
media texts collected with our previous tool uVSAT [243], which are converted to
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Figure 5.3: Architecture of ALVA. The dashed line indicates interaction between
CL experts and the classifier, which is outside of the scope of our system presented
in this chapter. Reprinted from [242] © 2017 ACM.

plain text, divided into utterances (in most cases, corresponding to sentences), and
saved into the database. We are using MongoDB [298] to store these utterances
as well as annotations and other data in a flexible way. The stance classifier is
developed in Python with Scikit-learn [321] by our CL experts, and it provides a
RESTful API [131] with Flask [132] to request text classification, active learning
candidates, or historical performance results. The classifier itself consists of
multiple support vector machines (SVMs) [326] for individual stance categories.
Finally, the core components of ALVA comprise a back end developed in Java with
Spark Web Framework [398] and a front end developed in HTML/JavaScript with
Bootstrap [38], jQuery [205], D3 [94], and Rickshaw [338]. All the components
use the JSON [206] format to transfer data. The front end3 provides a tab-based
web interface with a set of tabs corresponding to the respective user’s privileges.
The tabs provide interfaces for user details configuration, annotation, annotation
management, table-based annotation summaries, annotated data visualization,
and VSM visualization. We discuss some of these tabs below, starting with the
interfaces related to the annotation process.

5.3.2 Annotation Process

The annotation process started with a number of annotation rounds which did
not involve active learning. Candidate utterances were selected randomly from a
pool of available utterances. To collect the initial data, multiple project members
acted as annotators. Using the annotation management interface depicted in
Figure 5.4(a), the annotators were assigned with certain annotation rounds.

3A demo video for ALVA is available at https://dl.acm.org/citation.cfm?id=3132169 or
https://vimeo.com/230645678 (last accessed in February 2019).

https://dl.acm.org/citation.cfm?id=3132169
https://vimeo.com/230645678
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(a) (b)

Figure 5.4: Screenshots of the web-based interfaces of ALVA. (a) The annotation
management interface for assigning annotation rounds to individual annotators.
(b) The annotation interface: here, the annotator has selected the categories
prediction and uncertainty for the utterance presented. Reprinted from [242]
© 2017 ACM.

Several annotators were assigned with the same round to test the inter-annotator
agreement (i.e., annotators A and B worked on the same set of utterances S
during round X). Also, some annotators were assigned with a round with the
same data after some time to test the intra-annotator agreement (i.e., annotator A
was assigned with the same set S during rounds X and Y). This resulted in a data
set where an utterance corresponds to an arbitrary number of annotations. After
collecting the initial data and preparing the classifier, we have started to follow
the active learning approach. The candidate utterances for an annotation round
are now selected by the classifier based on distance to the SVM hyperplane.

An annotator is presented with the interface displayed in Figure 5.4(b). Each
utterance can be either marked as irrelevant (for invalid utterances such as text
in a different language, code, URLs, etc.), or labeled—in our case—with up to
ten stance categories such as agreement and disagreement, volition, etc. The
annotator may select several categories at a time. If no category is selected, i.e.,
the utterance is tagged as neutral, the annotator must use the corresponding
button to confirm this explicitly. The annotator can also add some private notes



118 CHAPTER 5. ALVA

about his/her choices, which are later available to analysts. Finally, the interface
includes a link to the annotation manual prepared by our experts in linguistics.

The current data set comprises about 10,000 annotations of utterances in
English (in most cases, individual sentences) collected from social media (blogs
and forums) on political topics such as the US presidential election 2016 and Brexit.
The statistics for individual categories are presented in Table 5.1. While about
4.3% of all annotations are marked as irrelevant and the majority of annotations
are marked as neutral (about 39.9%), the rest of the values clearly illustrate our
biggest issue—the data is very sparse with regard to meaningful stance categories.
For instance, agreement and disagreement is currently present only in 3.6% of
all annotations, making it unlikely to get good classification results. The need for
further analysis of the available data leads us to the discussion of visualization
tasks.

5.3.3 User Tasks for Visualization

The main users of visualization components in ALVA are the members of our
research project who are interested in linguistic and computational aspects of
stance analysis. These analysts are (1) a professor, (2) a postdoctoral researcher in
linguistics, (3) a senior scientist, and (4) a postdoctoral researcher in computational
linguistics. As part of the iterative design process, we have identified a number of
user tasks based on the discussions and requests from these users. These tasks for
visualization components reflect some of the general challenges of stance analysis
and visualization outlined in Section 2.6 and Section 5.1. Some of the tasks are in
principle not exclusive for the problem of stance analysis, e.g., the tasks related
to individual category distributions or annotator agreement could be generalized
for the problems of supporting active learning or text classification with non-
exclusive categories in general. However, our design study has been focused
on the concrete problem with the design choices motivated by the annotation
schema and the data at hand.

Most of the user tasks for visualization in ALVA are related to the exploratory
analysis of individual annotations and distributions of stance categories used in
the annotations. Our analysts want to be provided with an overview of the overall
data set, analyze the co-occurrence of categories, identify interesting cases related
to multiple categories, and compare annotations made for the same utterances.
Furthermore, some of their requests go beyond the scope of the annotations data
per se. For instance, they would like to monitor the annotation process and the
active learning process. Some of the concrete tasks presented by our analysts are
as follows:

T1 Are there many annotations marked as neutral or irrelevant? This is
important in order to estimate the complementary proportion of annotations
with meaningful stance categories.
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T2 What is the distribution of individual stance categories in the annotation
data?

T3 Are there many annotations labeled with multiple stance categories, rather
than a single one?

T4 Which stance categories tend to co-occur in annotations? This task together
with T3 are of particular interest to our experts in linguistics, since the
discovery of stable patterns can lead to advances in the understanding of
stance.

T5 Is it possible to compare annotations made for the same utterances?

T6 What is the overall status of the annotation process with regard to annotators,
annotation rounds, and relations between them?

T7 What are the inter- and intra-annotator agreement values for comparable
annotator/round pairs?

T8 What is the overall average agreement for each stance category in the annota-
tion data?

T9 How has the classification performance changed over time during the active
learning process?

T10 Is there any observable correlation between the annotated stance categories
and lexical content of utterances?

Some of these tasks on their own could be solved without employing visual
analysis, e.g., T1 and T2 could be solved with a spreadsheet editor, and T3 could
be solved with a Python script. However, even in these cases a significant effort
would be required from the users to export/convert the data annotated with
one of the existing tools (if supported at all), or even programming skills, which
constitutes a problem for users such as linguists. Moreover, the tasks such as
T4–T6 presuppose the analysis of rather large sets of annotations with non-trivial
combinations of categories, which in turn requires non-trivial representation and
interaction techniques [219]. In order to support these tasks, we have designed
and developed several visualizations using multiple linked representations that
are discussed in the following section.

5.4 Visualization Methodology

We start this section with a discussion of the novel visual representation used
for the annotation data. Then, we describe the complete annotation visualization
interface of ALVA which includes multiple coordinated representations. Finally,
a separate interface for VSM visualization is briefly discussed in relation to the
corresponding user task.
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Figure 5.5: Entity–relationship diagram for text annotations in ALVA. Reprinted
from [242] © 2017 ACM.

5.4.1 CatCombos Representation Design

As discussed in the previous section, text annotations were performed by several
annotators during multiple annotation rounds. Figure 5.5 demonstrates how a
single annotation corresponds to a combination of annotator, annotation round
value, and actual utterance. Each annotation can be labeled with up to ten
stance categories or marked as irrelevant in our concrete use case, which can
be treated as a vector of 11 bits for convenience. This data schema results in
a multidimensional data set presenting multiple visualization challenges. For
instance, color coding is not feasible for individual annotation items since the
total number of possible category combinations is 210 +1. Our main motivation
for designing the appropriate representation was to provide the users with an
overview of the whole data set with regard to categories, and provide details on
demand for individual annotations at the same time.

During the initial prototyping stage, we have considered a scatterplot rep-
resentation based on a dimensionality reduction (DR) technique [267]. Our
basic prototype used a PCA projection [204,367] for the bit vectors representing
categories selected for each category. It was easy to identify a number of issues
with that approach. First and foremost, the color coding problem mentioned
above meant that we could not simply map the choice of categories to the color
attribute. Instead of a direct mapping, we considered introducing a star plot or
another glyph [40] for each annotation item, but this approach was not capable
of scaling to thousands of visual items, i.e., the users would not get an overview.
Such glyphs would need to have a rather large size to represent 11 dimensions,
which leads us to the problem of occlusion encountered with the prototype. The
input data for the DR technique in our case has low variance due to its binary
and unbalanced nature, which resulted in severe occlusion problems. We used
jittering as clutter reduction strategy [118, 460], but the overall result was still not
satisfactory, especially due to the color coding issue.

Instead of experimenting with other DR techniques for this data set, we
considered the user tasks concerned with an overview. It was evident that
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Figure 5.6: The design of the CatCombos representation. Reprinted from [242]
© 2017 ACM.

tasks T1–T4 paid special attention to the combinations of categories selected by
annotators or, in special cases, individual categories rather than combinations.
Therefore, we have decided to ignore the spatial positions of individual annotation
items, and focus instead on groups of items. The details about individual items
and the links to relevant items could be displayed on demand, resembling the
semantic substrates technique by Shneiderman and Aris [375].

Figure 5.6 displays the main steps of our new visual approach called CatCombos
(“Category Combinations”). Individual annotations (represented by dots or,
in case of active learning annotations, diamonds) are grouped together into
rectangular blocks by the combination of categories which occur in the data set.
A single CatCombo block depicted in Figure 5.6(a), therefore, corresponds to
a certain combination of categories. Color-coded rectangle labels in the block
headers represent the corresponding sets of categories, using a modified color
map from ColorBrewer [85]. The design of blocks/headers was inspired by the
set visualization technique proposed by Sadana et al. [352].

Individual blocks are, in turn, grouped and laid out by the number of corre-
sponding categories. Thus, the groups of blocks form substrates, cf. Figure 5.6(b):
the top substrate contains blocks labeled with multiple categories simultaneously,
and the bottom substrate with a single block contains only neutral annotations
corresponding to zero selected categories. The left-to-right order of blocks in
substrates is based on the bit set interpretation of sets of categories, e.g., presence
of agreement and disagreement is treated as the most significant bit, and
irrelevant—as the least significant bit. This ordering is stable with regard to
concrete category combinations present in the data.

The final layout takes the available area dimensions into account to specify
individual block ratios and distribute blocks into layers in each substrate. It
can be recalculated on events such as the window resize to use the available
space in an efficient way, for instance, to fit the overall layout in a square
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Figure 5.7: Example of a CatCombos visualization for the complete data set of
about 10,000 text annotations. Here, the user has highlighted all annotations
related to the category concession and contrariness represented by blue dots
using the filtering panel (see Figure 5.8 and Section 5.4.2). Yellow and green
links connect the currently highlighted (by hovering) and pinned (by clicking)
annotation items to other annotations made for the same utterances, respectively.
Reprinted from [242] © 2017 ACM.

shape (see Figure 5.6(c)). Investigation of alternative layouts which could reveal
groups/clusters of CatCombo blocks in each substrate is considered by us to be
part of future work, although such layouts could lead to higher visual complexity
and higher space consumption.

Color coding is used sparingly for individual visual items. Most annotations
are colored gray, while dark gray and black are used for neutral and irrelevant
annotations, respectively. Other color coding choices include red color for active
learning annotations and several colors used for dynamic highlighting (see below).

Figure 5.7 shows a CatCombos view of the complete annotations data set.
The resulting visualization gives an overview of the stance category distribution
and the characteristics of annotations important for our analysts. For instance, it
is easy to estimate that the majority of annotations are contained in blocks at the
bottom which correspond to a single selected stance category or no category at
all, i.e., neutral, thus supporting user tasks T1 and T2 (partially). The interesting
cases where an annotator has used multiple categories simultaneously are located
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in the top blocks. By investigating such cases, users can carry out tasks T3 and
T4.

The visualization supports pan & zoom, dynamic queries, highlighting,
and details on demand for individual blocks and annotations (some of these
features are discussed in more detail below). For instance, while task T2 is not
directly supported for all categories, it is possible to use color coding to highlight
annotations with a certain category. In this case, the visual items are displayed in
blue.

By hovering over an annotation item (highlighted with orange), the users
can view its details and see links to other annotations for the same utterance
(highlighted with yellow). Simultaneously, semi-transparent gray links to blocks
with related categories of combinations are displayed for the enclosing block
(their opacity can be adjusted by the user in the settings dialog). It is also possible
to preserve the selection of individual items by clicking. In this case, green color
is used for the items and links, and a pin icon is displayed near the selected item.
These features facilitate the exploration related to user task T5.

5.4.2 Visualization Interface in ALVA

Figure 5.8 displays the overall visualization interface of ALVA for the annotation
data. The users initiate visualization by using the "Load data" button in the left
panel (Figure 5.8(a)). This panel also provides the means to open a dialog box
with a text summary of the annotation process and collected annotations (see
Section 5.5). The users are also provided with a number of filters affecting the
visualization, including a text search field, annotator filters, and stance category
filters. It is also possible to highlight annotations by category, as discussed above:
for instance, annotations with the category agreement and disagreement are
highlighted in blue in the main CatCombos visualization view (Figure 5.8(c)).

5.4.2.1 Statistical Charts

Besides filtering and highlighting controls, there are also several sparkline-
style [432] bar charts (colored in green) providing basic statistics for each stance
category. The left chart displays the proportion of annotations with the respective
category in the overall data set (see Table 5.1) to support user task T2. The other
two charts convey average agreement values for annotations (see Section 5.1).
The middle chart displays the average observed agreement for the respective
category. This value is calculated as average over observed agreement values
for comparable pairs of records associated with the same utterance, i.e., pairs of
various annotators and/or various rounds. The right-hand chart displays the
average chance-corrected agreement calculated for the same pairs of records.
More specifically, it is calculated as average over Cohen’s kappa values. These
statistics facilitate the user in carrying out task T8.
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Figure 5.9: The category co-occurrence matrix. Cell color encodes the propor-
tion of annotations with the corresponding pair of categories. Here, the user
has clicked the cell representing the combination of agreement and disagree-
ment and concession and contrariness (colored in blue) to highlight the
corresponding items in the main CatCombos view. Reprinted from [242] © 2017
ACM.

5.4.2.2 Category Co-occurrence Matrix

The left panel also contains an auxiliary view, the category co-occurrence matrix,
displayed in Figure 5.8(b) and Figure 5.9. This matrix is designed to facilitate
the task T4 by visualizing the proportion of annotations with a certain pair
of categories with respect to the less frequent category of the pair. Row and
column headers use the same color labels as the filters table and CatCombo
headers to represent stance categories. Matrix cells use a color map ranging
from white to red to encode co-occurrence proportion values. For instance,
the largest value currently observed in our data set is represented by a bright
red cell (see Figure 5.9). It corresponds to the categories of prediction (933
annotations) and uncertainty (811 annotations) with 322 co-occurrence cases
(39.7%). The users can explore the details on hover and click the cells to highlight
the corresponding annotations in the main CatCombos visualization view for
detailed exploration. Figure 5.9 displays how the user has hovered and clicked
on a cell corresponding to the combination of agreement and disagreement
and concession and contrariness, which is colored in blue.

5.4.2.3 Utterances Table

While the main visualization view provides the actual utterance texts for anno-
tation items on hover, our analysts requested an additional view focusing on
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Figure 5.10: The utterances table. By looking at each row, it is possible to
compare the corresponding stance annotations made for the same utterance. The
annotations are grouped by the set of categories and ordered by the number of
categories. Reprinted from [242] © 2017 ACM.

Figure 5.11: The annotation process overview graph. Edges reveal the usage of
the same utterances data for regular annotation rounds (marked by green). At
the same time, the active learning rounds (marked by red) involve candidate
utterances without prior annotations selected by the classifier, hence the lack of
edges. Reprinted from [242] © 2017 ACM.

the textual data in order to carry out task T5. The utterances table depicted in
Figure 5.8(d) and Figure 5.10 contains the list of utterances and the corresponding
annotations, represented in the same way as CatCombos headers to preserve
the users’ mental map. The specific details about annotations are available on
hover. The annotations for each utterance are grouped by the set of categories
and ordered by the number of categories. The grouping can be adjusted by the
user in the settings dialog to achieve a more compact layout. The utterances are
themselves ordered by the total combined number of categories used in the anno-
tations. This way, the utterances initially displayed at the table top correspond to
interesting cases worth exploring. The table is affected by global filtering, and it
is related to the main view by linking & brushing. It is also possible to navigate
to the corresponding table row by right-clicking an annotation item in the main
view.

5.4.2.4 Annotation Process Graph

The representations described above focus mostly on the annotation data. At the
same time, our analysts were interested in the status of the annotation process
(task T6), i.e., how many annotation rounds were created, which annotators were
assigned to which rounds, and so on. The annotation process graph depicted in
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Figure 5.12: The historical classifier performance plot. The tooltip for the thick
dashed line reveals the average value over all categories after the latest active
learning round. Reprinted from [242] © 2017 ACM.

Figure 5.8(e) and Figure 5.11 provides an overview of this process. Each node
corresponds to a single annotator / annotation round, for instance, “Maria /
annotation round 42”. The node shape and hue encode the annotation round
type: green circles and red diamonds encode regular and active learning rounds,
respectively. The saturation of a node encodes the corresponding number of
annotations. The nodes are laid out with regard to the annotation round number
(left to right) and the annotator (top to bottom). The links between pairs of
nodes denote an overlap in the set of annotated utterances. For such cases, both
observed and chance-corrected agreement (Cohen’s kappa, see Section 5.1) are
calculated to support task T7, and the values are available on hover. The width
of a link is proportional to average Cohen’s kappa over all categories. In order
to address the cluttering issue without allocating additional area to this graph,
a fadeout effect is used when hovering over nodes and links. The graph is also
affected by global filtering, and its individual nodes can be used to filter out the
corresponding annotations by clicking. The disabled nodes are colored white
and marked with a thick stroke.

5.4.2.5 Classifier Performance Plot

Finally, the visualization interface provides one more view not directly related
to the annotation data. After each active learning round is finished and new
annotations are submitted to retrain the classifier, the resulting performance
values are stored in the database. The plot in the bottom right side of Figure 5.8(f)
(also see an enlarged cutout in Figure 5.12) provides an overview of these values
with line plots implemented with Rickshaw [338]. Each data point represents
the F1 score for the corresponding category’s classifier after the corresponding
active learning round. The color coding for stance categories used here is the
same as in the CatCombos headers. The average values over all categories are
presented with a thick dashed line colored in dark gray to show a quick summary
of classifier training progress, thus completing user task T9.
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5.4.3 VSM Visualization Interface in ALVA

One of our analysts’ requests for ALVA (namely, user task T10) was related to the
assumption about relation between the lexical content of utterances and stance
categories used in the corresponding annotations—after all, lexical features play
an important role for our classifier. Our CL experts have therefore implemented
functionality for computing a vector space model (VSM) [279,435] based on word
counts in annotated utterances. The model is essentially a document-term matrix
with rows corresponding to individual utterances, and columns corresponding to
terms (words) detected in the utterances. Initially, raw term counts were stored
in the matrix, but later TF-IDF weighting [354] was implemented to decrease the
effect of common words. Such a matrix can be used for analysis of similarity
between utterances. It can also be visualized using one of the DR techniques: the
number of columns, i.e., dimensions, in our model is around 5,200.

Based on the recommendations by Sedlmair et al. [367], we decided to
support two DR techniques to offer the users several exploration options, namely,
PCA [204] and t-SNE [275]. While the projection data can be used to visualize
utterances as points in a scatterplot, we also made use of terms present in the
matrix. By calculating weighted average positions over the related utterances, it
became possible to place the actual terms into the same projection space.

Figure 5.13 displays the resulting interface of the prototype VSM visualization
in ALVA. It follows the same design as the annotation data interface with a
control panel on the left. Since VSM and DR computations take a considerable
amount of time, they are not calculated on the fly. Instead, the users request
the model creation and specific DR projection calculations explicitly using the
buttons visible in Figure 5.13(a). The computational results are stored into the
database and can later be loaded for visualization.

The main visualization view in Figure 5.13(b) demonstrates a t-SNE projection
of a data subset consisting of about 1,500 utterances. Each utterance is represented
by a dot which is colored similar to the CatCombos view: dark gray or black
for utterances with only neutral or irrelevant annotations, or gray in other
cases. Highlighting by category is also similar to the CatCombos view: the
utterances relevant to the category need/requirement are highlighted in blue
in the screenshot. Beside the utterances, the visualization includes the terms
represented by text labels. The position of each term is computed as weighted
average over the corresponding utterance positions (see above), using the values
from the VSM as weights. The sum of such weighted counts from the VSM is used
as the combined value for a term, and it is mapped to the font size. Since terms
can easily occlude the view, it is possible to control the range of displayed values
or hide them altogether using controls depicted in Figure 5.13(c). Additionally,
the visual clutter is reduced by fading out unrelated terms on hover as part of
the highlighting interaction (see below).
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The VSM visualization supports highlighting (on hover) and selection pinning
(on click) similar to the CatCombos visualization. However, it is easy to define
whether an utterance and a term are related, but it is not so obvious for pairs of
utterances. The users can therefore control the similarity range using the slider
displayed in Figure 5.13(d). The similarity between two utterances is calculated
using the Jaccard index [279] for the corresponding sets of column terms.

5.5 Case Study: Annotation Data Exploration

As previously mentioned in Section 5.3.3, our analysts are mainly interested in the
analysis of annotation data which could reveal patterns about stance categories
distribution formulated as user tasks T3 and T4. As discussed in Section 2.6 and
Section 5.1, the research of notional stance categories in linguistics is one of the
general challenges of stance analysis. Therefore, the evidence about co-occurrence
of stance categories in the data is important for our analysts for refining the
theoretical stance framework and improving the classification model. These
analysts are the members of our research project specializing in linguistics and
CL. While all the project members, including the researchers in InfoVis/VA, have
participated in several initial rounds of annotation for training and data collection
purposes (see Section 5.3.2), the majority of annotations were later carried out by
a postdoctoral researcher in CL and an external annotator with background in
linguistics (see the bottom row of Figure 5.11) who are currently responsible for
about 19% and 64% of the overall data set, respectively. Therefore, our project
members interested in linguistic and computational aspects of stance analysis
have to rely on ALVA in order to gain insight about the collected data.

In this section, we describe the results of an exploratory visual analysis of the
complete annotated data set as of March 21, 2017 with interesting stance category
combinations in mind. We shall try to understand “the big picture” and identify
specific combinations in the context of substrates with multiple categories, thus
illustrating ALVA’s support for user tasks T1–T5.

5.5.1 Initial Findings

After loading the data set, the analysts are presented with the CatCombos
visualization interface (see Figure 5.8). Besides the visual representations, some
of the basic facts, data statistics, and tips about the visualization are presented in
the fact sheet dialog. The data set currently comprises about 10,000 annotation
records based on about 5,340 utterances. As previously noted in Table 5.1,
irrelevant and neutral annotations constitute about 4.29% and 39.91% of the
data set, respectively. Most of the utterances have been annotated only once or
twice (about 2,600 and 2,300 cases, correspondingly). The total number of unique
combinations of categories occurring in the data is 148. More detailed statistics
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Table 5.2: Statistics on simultaneous occurrence of multiple stance categories in
the annotation data set

Combination

power

Number of

category

combinations

Number of

annotations

0 1 3,993
1 11 4,206
2 45 1,458
3 70 313
4 20 33
5 1 1

Note: The total size of the data set is 10,004 annotations, and there are 148 unique category
combinations in total. Reprinted from [242] © 2017 ACM.

about category combinations in Table 5.2 reveal that the main body of annotations
have only 0–2 categories associated with them. This is a predictable result, but it
still implies that two possible cases can be interesting for the analysts: first, those
few cases that have the largest number of associated categories, and second, the
cases of category combinations that have much larger numbers of annotations
compared to other combinations with the same power, i.e., number of categories.

5.5.2 Combination of 5 Categories

Figure 5.14 shows the actual CatCombos view of the data set that conveys the
same message about the distribution of category combinations. The analysts can
quickly estimate the number of annotations in the two bottom substrates, but
it is the CatCombos blocks at the top which are interesting. The areas marked
with ellipses correspond to interesting cases with regard to category combination
power and number of annotations (also provided in Table 5.3). First and foremost,
the topmost block with a single item catches the eye (Figure 5.14(a)). This is
the only annotation in the data set labeled with 5 categories simultaneously,
namely, agreement and disagreement, certainty, need/requirement, source
of knowledge, and tact and rudeness. The actual utterance text (available by
hovering or by looking into the utterance table) is the following:

“- might want to avoid numbers and scottish politics altogether since you
quite obviously don’t have a f***ng clue what you are talking about.”4

4Retrieved August 9, 2015 from http://scotgoespop.blogspot.com/2015/06/why-adam-ramsay-
is-wrong-to-claim-that.html

http://scotgoespop.blogspot.com/2015/06/why-adam-ramsay-is-wrong-to-claim-that.html
http://scotgoespop.blogspot.com/2015/06/why-adam-ramsay-is-wrong-to-claim-that.html
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Figure 5.14: The CatCombos visualization of the annotation data set with some
particularly interesting cases marked.

5.5.3 Combinations of 4 Categories

Next, the examination of the substrate with combinations of 4 categories reveals
that most of such combinations occurred only in one or two annotations. One
notable exception is the CatCombo block in Figure 5.14(b) with seven annotations,
which corresponds to the following categories: concession and contrariness,
prediction, source of knowledge, and uncertainty. Despite the small sample
size, the analysts can make a tentative assumption about existence of a pattern
related to these categories.

5.5.4 Combinations of 3 Categories

The third substrate from the top contains combinations of 3 categories, and these
combinations are currently the most numerous in our data set. There are 70
combinations containing the total of 313 annotations. The visual exploration of the
corresponding CatCombos reveals, however, that most combinations have only
several nested annotations. At the same time, there are several interesting cases
with numerous annotations (marked with dashed lines). The most prominent is
the CatCombo block in Figure 5.14(c) with 57 annotations. The corresponding
categories combination is concession and contrariness, prediction, and
uncertainty. According to Table 5.3, the average number of annotations in
the corresponding substrate is only 4.47. The relation between the categories
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Table 5.3: Interesting stance category combinations discovered in the annotation
data set

Category combination

Number

of

annotations

Average

in

substrate

{ agreement and disagreement, certainty,
need/requirement, source of knowledge,

tact and rudeness}
1 1

{ concession and contrariness, prediction,
source of knowledge, uncertainty} 7 1.65

{ certainty, concession and contrariness, prediction} 16 4.47
{ concession and contrariness, hypotheticals,

uncertainty} 14 4.47
{ concession and contrariness, prediction,

uncertainty} 57 4.47

{ prediction, source of knowledge, uncertainty} 17 4.47

{ certainty, concession and contrariness} 85 32.4

{ concession and contrariness, hypotheticals} 71 32.4

{ concession and contrariness, need/requirement} 80 32.4

{ concession and contrariness, source of knowledge} 122 32.4

{ prediction, uncertainty} 202 32.4

Note: The right column contains the average number of annotations over all combinations in the
corresponding substrate. Reprinted from [242] © 2017 ACM.

prediction and uncertainty in our data is further illustrated by the largest
block with 2 categories depicted in Figure 5.14(d), which contains 202 annotations
(compared to the substrate average of 32.4). This relation is also suggested by the
category co-occurrence matrix discussed in Section 5.4.2. These cases definitely
provide our analysts with evidence of specific patterns or stance constructions,
which they can investigate further with a focus on utterance texts.

5.5.5 Utterances Table Exploration

In fact, the analysts may reverse the flow of analysis completely by looking at the
utterances table first instead of the annotations (see Figure 5.8(c)). We provide
some examples of utterances with multiple selected categories in Table 5.4, which
were collected by exploring the utterances table from the top.
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Table 5.4: Examples of interesting utterances with corresponding categories
discovered in the annotation data set

Utterance Annotations

“I am convinced that SYRIZA would
have been able to achieve MUCH bet-
ter results by implementing the things
we talked about and not be completely
idiotic about their approach.” a

{ certainty, hypotheticals, tact and rudeness}
{ certainty, hypotheticals, tact and rudeness}

{ certainty, concession and contrariness,
tact and rudeness}

{ certainty, concession and contrariness, hypotheticals}
{ certainty}

“But if you put words into my mouth to
the extent of the above again, rest assured
I’m not adverse to pressing that button.”
b

{ concession and contrariness, need/requirement,
source of knowledge, volition}

{ certainty, concession and contrariness, hypotheticals}
{ hypotheticals, tact and rudeness}

{ hypotheticals}
{ hypotheticals}

“Unlike staunch Labourites or dyed-in
the-wool Conservatives, if they don’t like
what they see, they take their vote else-
where.” c

{ concession and contrariness, hypotheticals}
{ concession and contrariness, hypotheticals}
{ concession and contrariness, hypotheticals}
{ concession and contrariness, hypotheticals}

{ concession and contrariness, tact and rudeness}

“In sum, epistemic democrats like you
should not conflate your own attrac-
tion to cognitive diversity with the
interests-based sociology of post-Marxist
Rousseauians like Yoram.” d

{ certainty, concession and contrariness,
need/requirement, tact and rudeness}

{ certainty, need/requirement, volition}
{ need/requirement}
{ need/requirement}
{ need/requirement}

“I actually disagree, but that is not really
the point.” e

{ agreement and disagreement, concession and contrariness}
{ agreement and disagreement, concession and contrariness}
{ agreement and disagreement, concession and contrariness}
{ agreement and disagreement, concession and contrariness}

{ agreement and disagreement, certainty}

Reprinted from [242] © 2017 ACM.

aRetrieved June 18, 2015 from http://forums.somethingawful.com/showthread.php?

pagenumber=262&perpage=40&threadid=3624340&userid=0
bRetrieved June 18, 2015 from http://www.sheffieldforum.co.uk/showthread.php?page=19&t=

1405170
cRetrieved June 18, 2015 from http://www.telegraph.co.uk/news/general-election-2015/

politics-blog/11680714/Heres-why-the-Tories-should-want-Labour-to-pick-a-strong-

leader.html
dRetrieved June 18, 2015 from https://equalitybylot.wordpress.com/2015/06/05/short-

refutations-of-common-objections-to-sortition-part-3/
eRetrieved June 18, 2015 from https://equalitybylot.wordpress.com/2015/06/05/short-

refutations-of-common-objections-to-sortition-part-3/

5.5.6 Summary

In conclusion, this section has demonstrated a typical case study of visual analysis
of annotation data in ALVA. The users were able to gain an overview about the
current status of the annotated data set with regard to individual stance categories

http://forums.somethingawful.com/showthread.php?pagenumber=262&perpage=40&threadid=3624340&userid=0
http://forums.somethingawful.com/showthread.php?pagenumber=262&perpage=40&threadid=3624340&userid=0
http://www.sheffieldforum.co.uk/showthread.php?page=19&t=1405170
http://www.sheffieldforum.co.uk/showthread.php?page=19&t=1405170
http://www.telegraph.co.uk/news/general-election-2015/politics-blog/11680714/Heres-why-the-Tories-should-want-Labour-to-pick-a-strong-leader.html
http://www.telegraph.co.uk/news/general-election-2015/politics-blog/11680714/Heres-why-the-Tories-should-want-Labour-to-pick-a-strong-leader.html
http://www.telegraph.co.uk/news/general-election-2015/politics-blog/11680714/Heres-why-the-Tories-should-want-Labour-to-pick-a-strong-leader.html
https://equalitybylot.wordpress.com/2015/06/05/short-refutations-of-common-objections-to-sortition-part-3/
https://equalitybylot.wordpress.com/2015/06/05/short-refutations-of-common-objections-to-sortition-part-3/
https://equalitybylot.wordpress.com/2015/06/05/short-refutations-of-common-objections-to-sortition-part-3/
https://equalitybylot.wordpress.com/2015/06/05/short-refutations-of-common-objections-to-sortition-part-3/
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as well as the special irrelevant and neutral cases, thus illustrating the support
for user tasks T1 and T2. These results provide the analysts with insights about
the presence of stance phenomena in the social media data and allow them to
identify relatively frequent and rare stance categories, which has implications
for the classifier training process. The users were also able to identify frequent
combinations of several stance categories (user tasks T3 and T4). On the one hand,
it provides opportunities for in-depth linguistic investigation, and on the other
hand, it can be used in the future to improve the classifier, e.g., by implementing
hierarchical features as opposed to the current naïve classification approach
which treats the categories as independent. Finally, the users were able to access
individual utterances with multiple annotations (user task T5), which provide
good examples of various stance categories and could be used in further linguistic
analyses. Our analysts have made use of these findings. For example, the study
by Simaki et al. [381] has focused on comparing frequently co-occurring category
pairs such as prediction and uncertainty and the corresponding improvements
for the classifier. Skeppstedt et al. [393] have discussed co-occurring categories
such as hypotheticals and uncertainty as part of their analysis of local cue
words in the annotated data set. While we have focused on user tasks T1–T5
related to the annotation data exploration in this case study, ALVA’s support for
other tasks is outlined in Sections 5.4.2–5.4.3 and discussed below.

5.6 Discussion

In this section, we discuss the utility of the specific components of ALVA and
the system in general. As mentioned in Section 5.3.3 and Section 5.5, so far the
main users of the visual analysis aspects of ALVA have been our research project
members with background in linguistics and CL. Therefore, the results below are
mainly based on discussions with these users.

5.6.1 Active Learning

As described in Section 5.4.2, our analysts can use the performance plot to monitor
the classifier training process while more training samples are collected after
each active learning round in order to support user task T9. Examination of the
plot in Figure 5.12 reveals a trend for overall performance improvement. The
current average F1 score over all categories is 0.419 after collecting approximately
2,400 training samples with active learning. Performance scores for individual
categories tend to fluctuate over time, but it is possible to identify certain trends.
The category hypotheticals has got the best results during the complete training
process, currently with an F1 score of 0.668. At the same time, agreement and
disagreement, volition, and tact and rudeness have got the worst results.
The corresponding F1 scores are currently 0.134, 0.214, and 0.292. This can be
explained by the sparsity of corresponding training data (cf. Table 5.1).
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5.6.2 Annotation Visualization

According to our experts in linguistics, visualization of data is very useful for
linguists in general. One important reason is that many linguists today make use
of large numbers of texts in corpora containing several billion words. In order to
be able to explore, observe, and determine usage patterns in large data sets of
natural language, visualization techniques are key. In this particular study, we
have examined how speakers take stance in text and for that purpose we set up a
framework of ten stance categories. The categories were not defined on the basis
of a preconceived list of words assumed to express stance, but the annotators
were instructed to identify different types of stance-taking on the basis of meaning
rather than form. Our particular focus of attention in this study was to find out
if the notional categories appear together or not (think of CatCombos), and if
they do, which of the categories tend to co-occur. Since the categorization in this
case is not made on the basis of words, it is very practical that the visualization
tool also includes a module where the user can retrieve the actual utterances for
further analysis of what the expressions are like that convey the function of these
various stances in discourse. Through visualizing these relations it becomes very
clear that some stances combine more often with other stances. We can easily
observe patterns such as certainty is primarily co-occurring with prediction,
concession and contrariness, source of knowledge, and need/requirement.
Such information is easily available through our visualization for observation
and for further analysis and explanation [381].

5.6.3 VSM Visualization

The experts have used the prototype VSM visualization to investigate the user
task T10. We must note that this visualization has been subject to the same
issues as our original prototype for annotation data, namely, occlusion and
infeasibility of color coding. The more important outcome, though, is the lack of
evidence supporting our analysts’ assumption about the direct correspondence
between lexical contents and annotated categories, at least for the currently used
data. Figure 5.15 demonstrates an example of both PCA and t-SNE projections.
Here, the terms display is turned off, utterances with neutral and irrelevant
annotations are filtered out, and the category concession and contrariness
is highlighted. There are no observable patterns related to the positions of
highlighted items, and this also holds for the rest of stance categories. Our
experts in linguistics have concluded that this fact may have to do with the
stop-word filtering and weighting. In many stance categories, function words are
the structure builders that indicate, for instance, concession and contrariness
(“while”, “whereas”, “not”, “but”) or uncertainty (“may”, “might”, “can”,
“could”), while in other cases more contentful lexical constructions carry the
meanings (such as “I don’t know”, “apparently”, “I am convinced”, “regrettably”).
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(a) (b)

Figure 5.15: VSM visualizations in ALVA using (a) PCA (the first and second
principal components) and (b) t-SNE projections. While the positions of visual
items are based on the VSM model, the highlighting with blue color is applied
to the stance category concession and contrariness in the corresponding
annotations. Reprinted from [242] © 2017 ACM.

Additionally, our experts in CL think that lack of patterns can be explained by
sparsity of the underlying terms-by-utterance matrix.

Nevertheless, our experts have agreed that this VSM visualization can be
useful for exploration with particular stance words and constructions in mind.
Also, displaying the terms provides a good overview of the topic structure of the
annotation data: as seen in Figure 5.13(b), the most prominent terms in this data
subset are related to Brexit.

5.6.4 Overall System Utility and Generalizability

Table 5.5 summarizes the comparison of ALVA with several classes of the existing
approaches discussed in Section 5.2. Based on typical representatives of such
classes, we have estimated their potential applicability to the tasks related to
text annotation, active learning, and analysis (visual or computational) of stance
annotation data, which reflect the general challenges of stance analysis discussed
in Section 2.6 and Section 5.1. ALVA’s support for user tasks T1–T10 has been
illustrated in Sections 5.4, 5.5, and 5.6. We can argue that none of the previous
approaches support the complete range of tasks. Therefore, the utility of ALVA
as a single integrated solution becomes apparent. Our research project members
have continuously used it for several years (see Figure 5.12 for the overview of
the active learning stage), thus providing additional evidence of its utility.
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Table 5.5: Comparison of ALVA with previous annotation and visualization
approaches

Task/feature vs Approach

Ann.
toolsa

AL
toolsb

Vis.
tools for
MLc

Stance
vis.

toolsd
ALVA

Text annotation • • • •
• Utterance-level ◦ ◦ ◦ •
• Multiple categories ◦ ◦ ◦ •
Classifier training support • • •
• Active learning • ◦ •
Stance visualization • •
Analysis of annotated data ◦ ◦ ◦ ◦ •
• T1 ◦ • • • •
• T2 ◦ • • • •
• T3 ◦ ◦ ◦ ◦ •
• T4 ◦ ◦ •
• T5 ◦ ◦ ◦ ◦ •
• T6 ◦ ◦ •
• T7 ◦ ◦ •
• T8 ◦ ◦ •
• T9 • ◦ •
• T10 ◦ •

Note: The contents of this table represent potential applicability/support for some general tasks and
their more specific subtasks by typical tools from several classes in comparison to ALVA:• denotes
full support,◦ denotes partial support. Reprinted from [242] © 2017 ACM.

aRegular annotation tools discussed in Section 5.2.1 such as BRAT [402] or Marky [323].
bActive learning tools discussed in Section 5.2.1 such as ALTO [328] or TextPRO-AL [276].
cVisualization tools for classifier training support discussed in Section 5.2.2 such as the approaches

by Heimerl et al. [172] or Makki et al. [278].
dStance visualization tools discussed in Section 5.2.3 such as the approaches by Mohammad et

al. [296] or El-Assady et al. [115].

Even though our work so far has focused on stance classification in social
media texts in English (also, in the particular genre of political texts), our approach
in general is applicable to other text annotation and classification problems (e.g.,
for sentiment analysis). It can also be applied, for instance, to train a stance
classifier for text in a different genre or language. The CatCombos representation
is also applicable to other data types with multiple nominal/ordinal attributes or
labels.
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5.7 Summary

In this chapter, we have introduced our approach for visual support of text
annotation and classification in the context of stance analysis in written language.
Our system, called ALVA, was developed to support annotation of text utterances
with multiple stance categories, machine learning classifier training with the
active learning approach, and exploratory visual analysis of the annotated data.

The contributions of this chapter include the analysis of user tasks related to
visual analysis of text annotation data and text annotation process, as requested
by our experts in linguistics and computational linguistics, and the description of
our VA approach. We have also introduced a novel visual representation, called
CatCombos, that was designed to represent the individual annotation records
and stance category combinations.

While our work is currently focused on visual stance analysis, in this chapter
we have discussed how ALVA could be applied to more general tasks related to
annotation and classification of data. Such a generalization is a part of future
work on ALVA alongside the following plans:

• improvements for the CatCombos representation, such as edge bundling
and more efficient layout algorithms to reduce the amount of white space
and represent grouping/clustering of blocks with similar sets of categories;

• trend analyses for historical classifier performance data to predict how
much more annotated data is required to achieve a certain performance
level;

• implementation of additional token-level annotation interface for ALVA
(similar to the BRAT tool [402]) and integration with the pre-annotation
tool PAL [388];

• support for interactive labeling involving visual representations, as sug-
gested in the recent VIAL approach by Bernard et al. [32];

• improvements and additions for the VSM visualization, such as clustering
of terms and involvement of topic models; and

• further analysis of relationships between distributional semantic mod-
els [435] and stance categories.

ALVA was used by the members of the StaViCTA project for several years with
three main results. First, a subset of the data annotated by several annotators was
collected and extracted into a separate data set to serve as a gold standard for
future stance classification models. This data set was named Brexit Blog Corpus
(BBC) and described in detail by Simaki et al. [383]. This resource provides an
opportunity for further theoretical research on stance for linguists (as described
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in the subsequent article by Simaki et al. [382]), which was problematic at the
beginning of the project due to the lack of resources explicitly labeled for multiple
fine-grained stance categories. Second, the annotated data collected with ALVA
during regular and active learning rounds was used to train the SVM-based stance
classifier used by subsequent visualization applications. Finally, the insights
obtained while conducting visual analyses with ALVA had implications for
further research in the project with regard to linguistics [381] and computational
linguistics [393]. Our experts reached the conclusion that usage of local cue
words could improve the performance of the utterance-based classifier, and then
they implemented a logistic regression-based classifier [386] using additional
token-level annotations that were carried out outside of ALVA.

Both the SVM and LR-based stance classifiers developed using the data
collected with ALVA were used in multiple visualization applications, which are
described in the next chapters.
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The recent years have demonstrated how massively available digital communica-
tion channels, such as social media, affect the world politics and shape the agenda
in multiple spheres of life. The understanding of phenomena occurring in the
corresponding data is therefore interesting and important for decision makers,
researchers, and the general public. Some of the most interesting aspects of
human communication to analyze in such data are related to various expressions
of subjectivity in social media document texts, such as sentiments, opinions,
and emotions [295,317]. The analysis of stance-taking in texts [121,381,393] can
provide even further insights about the subjective position of the speaker, for
instance, agreement or disagreement with a certain topic [296,297], or expression
of certainty and prediction [383].

However, the manual analysis of texts and the manual examination of raw
output of computational text analyses do not scale up to the amount of data
produced by social media, which can range from hundreds to millions of messages
per day, depending on the topic or target of interest. Besides the traditional
close reading task, support for distant reading [197] is required to make sense of
such data. Information visualization and visual analytics approaches have been
therefore applied successfully to address this challenge for social media data [74].
In particular, text visualization [236] and visual text analytics [264] methods can
support various tasks related to the analysis of individual text documents and
large document collections such as summarization of main topics or identification
of events in discourse [105], using the techniques developed for time-oriented
data visualization [4], when necessary.

Visualization of sentiments and emotions detected in textual data has also
become an important topic of interest in the visualization community [240]. Mul-
tiple existing sentiment visualization techniques address the tasks of visualizing
polarity [59] and emotions [492] detected in temporal text data. However, the
related task of stance visualization has not enjoyed the same level of support by
the existing approaches so far. One of the main challenges of stance visualization
compared to sentiment visualization is related to the need to accommodate the
visual design to a specific definition of stance and a data format produced by
a specific computational method, which are selected by the users (for instance,
domain experts in computational linguistics). Several existing techniques support
stance visualization for temporal text data to a certain extent; however, they either
make use of a very limited set of stance categories/aspects [104, 115, 243], or
interpret such categories as mutually exclusive [286]. Visualization of multiple
non-exclusive stance categories at the same time (e.g., produced as an output of
a multi-label rather than multi-class classification task) for social media texts is,
thus, still an open challenge.

We present our work on a visual analytics platform, called StanceVis Prime,
which is designed to support visual analysis of sentiment and stance in temporal
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text data from social media in this chapter1 (based on our previous poster
abstract [241]). Our approach was designed in collaboration with domain experts
in linguistics as part of a larger research project on stance analysis. It follows the
definition of stance categories defined by the linguists and uses a custom classifier
for 12 stance categories developed by the collaborating experts in computational
linguistics / natural language processing. Compared to the existing works
related to stance visualization, our approach aims to support the following (see
Figure 6.1):

• consumption of data from several social media sources;

• classification of both sentiment polarity and multiple non-exclusive stance
categories at utterance/sentence level;

• visual analysis of data series for various sentiment and stance categories at
multiple levels of granularity, including both values and similarity between
the series; and

• support for distant and close reading of corresponding text document
sets augmented with multi-label classification results, including export of
document lists processed and annotated by the users.

The rest of this chapter is organized as follows. In the next section, we briefly
introduce the necessary background information on sentiment and stance analy-
sis, and then we discuss the related work relevant to our text and time data
visualization approaches. Section 6.2 presents the analysis of the workflow and
user tasks guiding our design. We briefly describe the overall architecture of
our implementation in Section 6.3 and then discuss our design decisions for the
visualization components in Section 6.4. We demonstrate our approach with
several case studies in Section 6.5 and discuss preliminary user feedback as well
as some other aspects of our work in Section 6.6. Finally, we conclude this chapter
and outline the directions for future work in Section 6.7.

6.1 Background and Related Work

While the background information and the related work on analysis and visu-
alization of sentiment and stance are discussed in detail in Chapters 2 and 3,
respectively, we start this section with a brief introduction of the classification
approaches taken in our work. Additionally, we compare StanceVis Prime to the
existing stance visualization techniques to highlight its novel aspects. We also
outline existing techniques for visualization of temporal text data and even more
general time-varying data visualization techniques, as those are relevant to some
of the parts of our visual analysis workflow.

1By the time of submission of this dissertation in February 2019, the materials of this chapter had
been used to prepare a full paper manuscript.
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6.1.1 Sentiment and Stance Analysis

The existing surveys [295, 317] describe a multitude of existing approaches for
sentiment classification at various levels of granularity, but for our purposes,
detection of positive and negative sentiment at the level of utterances/sentences
in written text data is sufficient. We have used an existing rule-based classifier
called VADER [191] designed for short social media texts in our work. VADER
reports normalized scores for positivity, neutrality, and negativity for each
input utterance, so that the sum is equal to 1.0. We use the information about
utterances with positivity and/or negativity scores above a certain threshold
(currently set to 0.3), and consider the rest as neutral with regard to sentiment.

In contrast to sentiment analysis, the existing works on automatic analysis
of stance are not so numerous. Stance-taking has been studied in linguis-
tics [37, 121, 149] with regard to the subjective position of the speaker, which
might not necessarily imply positive/negative polarity or some other emotions.
The existing computational stance classification approaches usually focus on
agreement or disagreement on a certain topic [296,297], and only a few works
take a wider view of stance aspects/categories into account, such as necessity
and volition [383]. In this work, we follow the approach to stance analysis
taken in our interdisciplinary project, where researchers in linguistics defined
a list of stance categories of interest (presented below in Table 6.1) and experts
in computational linguistics implemented a custom stance classifier [390, 393].
Classification is carried out at utterance level in multi-label fashion, i.e., one
utterance can be labeled with multiple stance categories simultaneously. We use
the information about detected categories for further analysis and visualization.

6.1.2 Sentiment and Stance Visualization

Sentiment and stance visualization problems can be treated as part of a more
general text visualization field [236], as discussed in Chapter 3. The existing
techniques addressing its various tasks and aspects are covered by several surveys,
including the works on topic- and time-oriented visual text analytics by Dou
and Liu [105], techniques supporting close and distant reading by Jänicke et
al. [197], social media visual analytics by Chen et al. [74], and the recent work on
visual text mining by Liu et al. [264]. More specifically, the existing sentiment
visualization techniques are discussed in our survey [240] (see Section 3.2). The
comprehensive list provided there includes multiple approaches that support
sentiment visualization in temporal text data: for example, Whisper by Cao et
al. [59] visualizes polarity of tweets as part of a real-time Twitter monitoring task,
and PEARL by Zhao et al. [492] represents the emotions detected in tweets by an
individual user over time with a stacked graph.

Several existing approaches are also relevant to the stance visualization task:
for instance, Lingoscope by Diakopoulos et al. [104] visualizes the language use
of acceptors and sceptics of a certain topic in blogs. ConToVi by El-Assady et
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al. [115] supports visualization of debate transcripts using categories beyond
sentiment, such as certainty, eloquence, and politeness. uVSAT [243] (see
Chapter 4) focuses on data series based on markers of sentiment, emotions, and
stance categories such as certainty and uncertainty in blogs and forums. All of
these works make use only of a limited number of stance-related categories. Our
own work on ALVA [242] discussed in Chapter 5 overcomes this limitation, but
the main aim of ALVA lies in supporting data annotation and classifier training
stages rather than analyses of data sets collected from social media over time.
Another approach relevant to our work is StanceXplore by Martins et al. [286]
(discussed below in Section 7.1), which supports visualization of multiple stance
categories detected in social media data, however, (1) it treats such categories
in a mutually exclusive way for visualization purposes, (2) it does not support
sentiment analysis and visualization, and (3) it is limited to data from a single data
source (Twitter). In contrast to the existing works, our contribution discussed in
this chapter is designed specifically for visual analysis of multiple non-exclusive
stance categories as well as sentiment categories in the data from several social
media sources.

6.1.3 Visualization of Time-Varying Data

Time is one important aspect of our application domain that must also be
considered for the design of efficient visual analysis tools [4]. Data is generated
and distributed through social media constantly and in a fast pace, in reaction to
events, news articles, or other external trends [273]. This means that, besides the
challenge of extracting sentiment and stance from large amounts of unstructured
data, we must also consider how these sentiments and stances change through
time, and how these changes are related to each other and to other social events.

One example of a classic visualization abstraction for time-varying textual
data is ThemeRiver [167]. Themes detected in a collection of time-varying textual
documents are depicted as colored “currents”, which together form a “river” that
flows from left to right (following a timeline). The width of each current reflects
the changes in the theme’s strength as time passes. This abstraction (i.e., a stacked
area graph [54]) has been used, adapted, and re-purposed in many different
forms throughout the years for both textual and non-textual data. Recently,
for example, MultiStream [92] adapted ThemeRiver to support the interactive
exploration of hierarchies of multiple time series using a non-linear time axis.
RankExplorer [372] uses a stacked graph to support exploration of rank changes
over time in sets of time series. In a recent related work, Lu et al. [273] use a
similar visualization to allow users to explore social media data and link it to
other secondary data sources, helping with the identification of external events
that influence the social streams. We also use a stacked graph abstraction for one
of our views and augment it with additional cue labels to represent sentiment
and stance classification results, as discussed in Section 6.4.3.
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The analysis of multiple data streams may focus on the task of finding similar
time series, i.e., streams that show similarities in how they develop through time.
In such cases, similarity computations themselves generate a stream of data that
must be analyzed, and the main patterns of interest are how similarities between
pairs or groups of time series change and how their relationships evolve through
time. Storyline techniques, such as the ones discussed by Tanahashi and Ma [410],
Liu et al. [265], and Silvia et al. [380] visualize each entity in the data as a timeline
that converges (and diverges) with other timelines during periods of more (or
less) interaction. Storygraph by Shrestha et al. [376] also represents the actors’
dynamics as timelines in a horizontal time axis, but it focuses on actual spatial
distances and movement instead of abstract similarities.

Dimensionality reduction (DR) is an effective technique for the visualization
of similarities between groups of entities, and it has also been applied in the
context of time-varying data sets. In the more usual scenario, where time-varying
multidimensional data is projected into 2D and visualized with interactive
scatterplots, possible approaches are to project all time steps at once, then
visualize time with trajectories (as in the work by Bernard et al. [33]); or to
generate one such 2D projection per time step, then present them in a sequence,
as done by Alencar et al. [6] and Rauber et al. [334]. Another solution is to project
time steps into 1D, and use one axis (usually the horizontal one) for time. With
temporal multidimensional scaling (TMDS), Jäckle et al. [194] achieve this by
arranging (but not explicitly connecting) sequences of 1D MDS projections in a
horizontal axis. Crnovrsanin et al. [91] propose a similar approach, this time
with line segments connecting the time steps of the same series, but, as with
Storygraph [376], this technique focuses on spatial movement of actors.

Two of our views discussed in Section 6.4.2 are related to these works, with
further customizations both in the underlying algorithm and the presentation.
In contrast to the previous work, we use an efficient implementation [285] of
dynamic time warping (DTW) [34,122] in order to compute meaningful distances
between the data series, which are then used as input for a DR technique that
generates 1D and 2D projections at each time step.

6.2 Requirements Analysis

The work described in this chapter was carried out as the last stage of an
interdisciplinary research project dedicated to stance analysis of written text data.
Besides the researchers in visualization, project members included researchers
in linguistics and computational linguistics. These domain experts provided the
definition of stance categories used in our work and developed a multi-label
stance classifier for 12 categories listed in Table 6.1. Multiple discussions with
our project members and our earlier experiences in the project have laid the
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Table 6.1: Data categories used in our work

Type Categories Description

General Document Count
Number of documents
detected in the source data
for a target of interest

Sentiment positivity, negativity
Number of occurrences of
sentiment in utterances
detected with VADER [191]

Stance

agreement, certainty,
concession and contrariness,
contrast, disagreement,
hypotheticals,
need and requirement,
prediction, rudeness,
source of knowledge,
tact, uncertainty

Number of occurrences of
stance in utterances
detected with a custom
stance classifier [390,393]

foundation for the overall design of our approach, which is aimed to support
exploratory analysis [433] of sentiment and stance in temporal text data.

Based on interviews with data analysis practitioners, Alspaugh et al. [12]
describe some of the core exploratory activities as (1) searching for new interesting
phenomena, (2) comparing the data to the existing understanding, and (3)
generating new analysis questions or hypotheses. These activities in general
fit the overall requirements provided by our domain experts, who wanted to
use an interactive visual analytics tool to access and explore large amounts of
data retrieved from social media. The overview of the workflow expected from
our implementation is illustrated in Figure 6.2: users would (1) start from the
aggregated temporal data, (2) identify and select interesting time ranges, (3)
retrieve and study the corresponding sets of documents, and then (4) focus on
individual documents. Interested users should also be able to (5) export filtered
and annotated sets of documents for further offline investigation with a focus
on close reading [197] and for presentation/dissemination purposes [325]. This
workflow allows the users interested mostly in textual data reach it in a rather
straightforward way (“simple is good” [348]). At the same time, other users who
are interested in analyzing trends in social media could focus mostly on temporal
data exploration using coordinated multiple views [343].

The concrete list of user tasks corresponding to this workflow is as follows:

T1. Investigate temporal trends in social media data from several data sources/
domains with regard to several targets of interest.

T2. Investigate temporal trends with regard to sentiment and stance data series.
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Figure 6.2: The visual analysis workflow for StanceVis Prime according to the
requirements discussed with the domain experts. The user should be able to
conduct interactive analysis of temporal and textual data using the system and
export certain textual data for further offline investigation outside of the scope of
the system (denoted with a gray dashed edge).

T3. Investigate similarities of multiple data series over time.

T4. Retrieve underlying documents for specified time ranges for sets of targets/
domains.

T5. Summarize document sets with regard to text contents and sentiment &
stance.

T6. Engage in close reading of classified text documents.

T7. Export document lists for further offline investigation.

6.3 Architecture

The backend of StanceVis Prime is designed around a data collection service
implemented in Python which consumes text data streams from several data
sources (see Figure 6.1). Our implementation currently supports Twitter and
Reddit, however, it could be easily extended to other data sources in the future.
There are multiple targets of interest to be tracked, each defined by a list of key
terms and phrases. In addition, the Reddit data stream is configured to include
only comments from subforums relevant to our targets of interest. The current
list of tracked targets focuses mostly on several key political actors, movements,
and events, as these targets are interesting for our domain experts, for instance,
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European Politics and Brexit2. The retrieved text documents are saved into
MongoDB [298] and put on the queue for classification.

Our implementation uses the VADER sentiment classifier [191] and a custom
logistic regression-based [183] stance classifier [390,393] developed with scikit-
learn [321] for 12 stance categories (see Table 6.1). The classification occurs at
the level of individual utterances/sentences, and the information about each
detected sentiment and stance category is saved into the database alongside the
documents. The stance classifier also reports classification decision confidence,
and VADER reports normalized valence values for positivity and negativity,
which are also saved into the database. The utterance classification results for each
combination of target, domain, and category (e.g., Brexit/Reddit/prediction) are
used to create the corresponding data series at the granularity of one second and
several levels of aggregation (minute, hour, day). The document count for each
target/domain is also saved as data series to allow the users investigate all of the
retrieved text documents, even including the ones with no sentiment or stance
detected.

Our visualization frontend3 comprises a web-based application served with
Flask, and it is implemented in JavaScript with D3 [94] and Rickshaw [338]. The
details about its components are discussed in the next section.

6.4 Visualization Methodology

In this section, we are going to discuss the design of visual representations used
in StanceVis Prime for various parts of the workflow depicted in Figure 6.2. We
start with some general considerations affecting the overall design, and then
discuss the specific data processing and representation concerns in detail (see
Figure 6.3).

6.4.1 General Considerations

Our visualization approach was required to support multiple data series and
text document representations associated with classification results for sentiment
and stance, as discussed in Section 6.3. This presented us with challenges
related to color coding consistency across multiple coordinated views [343]. More
specifically, the user could desire to investigate the data for N combinations of
targets of interests and data domains, for instance, Brexit/Reddit, Brexit/Twitter,
Vaccination/Reddit, etc. Each of such combinations is associated with one data
series based on retrieved document count, two series for sentiment categories,
and twelve series for stance categories (see Table 6.1), which means that the user
would typically work with dozens of data series simultaneously, and it would not

2Here and below in this chapter, sans serif font is used to indicate targets of interest.
3A demo video for StanceVis Prime is available at http://bit.ly/stance-vis-prime (last accessed

in February 2019).

http://bit.ly/stance-vis-prime
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Figure 6.4: The data loading dialog in StanceVis Prime. The user is presented
with date & time input fields and a collapsible list of tracked target/domain
combinations with sparkline plot previews for the corresponding document count
data series. The currently selected time range is highlighted in blue in the plots.
The target/domain combinations selected for loading are highlighted in yellow.

be possible to encode each series with a unique hue. The sentiment categories of
positivity and negativity are usually encoded by green (or blue) and red hues
in the existing sentiment visualization techniques [240], and our design had to
incorporate this fact, too.

The current color coding approach in our implementation handles tar-
gets/domains and data categories in an orthogonal fashion. First of all, each target
is assigned with a unique hue using a qualitative scheme from ColorBrewer [85],
and the concrete target/domain combinations (see Figure 6.6(a)) are then encoded
with darker or brighter variations of that color. These colors are used in the visual
representations of data series to facilitate the comparison tasks T1–T3 between
various targets/domains (see Figures 6.6 and 6.7). As for the data categories, we
have assigned green and red colors to the respective sentiment categories, blue to
all stance categories, and gray to the document count series. These encodings are
used in the colored labels in the targets table (Figure 6.6(a)), subjectivity cues in
the document count representation (Figure 6.7(d)), sentiment and stance chart
headers (Figure 6.7(g+h)), and document views (Figure 6.8(d+f+g)).
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a b

e

c

d

Figure 6.5: The overview of the user interface in StanceVis Prime: (a) the loaded
data series table; (b) data series similarity views; (c) the document count graph;
(d) bar charts with data series values; and (e) document list views.

A typical use case scenario for StanceVis Prime starts by logging in and
accessing the data loading dialog displayed in Figure 6.4, which contains the list
of available targets of interest and their respective data domains (currently, Twitter
and Reddit). For each target/domain combination, the dialog also provides a
sparkline [432] plot preview of the document count data series. After selecting
the list of interesting targets and domains and specifying the overall time interval,
the user is presented with a visualization interface displayed in Figure 6.5,
with the panels (a–d) visible initially. The table displayed in Figure 6.5(a) and
Figure 6.6(a+b) acts as a legend for colors associated with each target/domain
and enumerates the corresponding data series with their abbreviated titles and
sparkline plots. The category labels are also used in other parts of the interface
to avoid the introduction of complicated glyphs for the corresponding C data
series (currently, 1 document count series + 2 sentiment series + 12 stance series).
After loading the data, the user can proceed to data series exploration using the
similarity views displayed in Figure 6.5(b) and the detailed value charts displayed
in Figure 6.5(c+d). The user can then perform multiple document list queries and
explore their results, as displayed in Figure 6.5(e).

6.4.2 Representation of Data Series Similarity

As described above, the data initially loaded by the user in StanceVis Prime consists
of C data series (currently, 1+2+12) for each of N target/domain combinations.
While the investigation of separate groups of such series is feasible, the number
of data series becomes overwhelming for task T3 if all of the values are visualized
at once. This was our motivation for introducing separate views with a focus on
similarity rather than values.
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As the corresponding pipeline in Figure 6.3(a) displays, the processing starts
by computing dynamic time warping (DTW) [34, 122] distances between the
pairs of data series over the available time range. We use a custom DTW
implementation with a sliding window discussed by Martins and Kerren [285],
and the size of the window is currently set to 30% of the data series length. It
is then possible to analyze the distances between the series at each time step
(temporal slice). Currently, we employ the multidimensional scaling (MDS) [39]
method to compute 1D and 2D projections. We have chosen MDS as a standard
and reliable technique for this task, but it would be possible to extend our
approach with other techniques. Since MDS is invariant to transformations such
as rotation, our next step is to align the projections from consecutive time steps.
We have applied Procrustes analysis [232] to align subsequent temporal slices of
both 1D and 2D projections in a consistent way.

The resulting 2D projection can be visualized with a standard scatterplot
representation one temporal step at a time, as displayed in Figure 6.6(d), controlled
by a slider displayed in Figure 6.6(c). However, an attempt to directly visualize
the 1D projection data with a representation such as a line chart results in a
cluttered view that does not really facilitate the user task. Therefore, we have
decided to forgo the idea of using the exact projected values and instead drew
inspiration from rank-based [372] and storyline-based [380, 410] representations.
For each temporal step, we have computed clustering of the 1D projections using
DBSCAN [123]. The algorithm is configured to detect clusters containing at
least three items; the items not belonging to any cluster are labeled as outliers.
To compute the resulting layout for this temporal step, we (1) order the 1D
projection items by ascending value and (2) assign increasing y coordinates
while (3) ensuring vertical space proportional to intra-cluster, inter-cluster, and
intra-outlier cases. The resulting layout is presented in Figure 6.6(e+g): lines
represent individual data series, and dark rectangular blocks represent clusters.
By glancing at this representation, the user can identify the major groups of
data series and time steps where the behavior of such groups and series changes
drastically. This view is coordinated with the others by brushing and linking, so
the user can explore the similarity between data series to fulfill task T3 and then
switch to investigation of specific data series values, as discussed below.

6.4.3 Representation of Data Series Values

The main steps related to visualization of actual values for all the loaded data
series are illustrated in Figure 6.3(b). A stacked graph [54, 167] is used in the
central part of the interface (see Figure 6.7(a)) to represent the overall counts
of processed documents for each target/domain over time. The user is initially
presented with an overview of the complete loaded data set and can then focus
on a specific time interval using the range slider depicted in Figure 6.7(b), which
might cause the change of data granularity (e.g., from days to hours). The main
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graph focuses mostly on the overall document counts rather than subjectivity
categories, since it would require up to 2+12 additional plots per target/domain.
However, the representation includes visual cues about the temporal points
with relatively high amounts of detected subjectivity. For instance, a “Dis” label
is displayed in Figure 6.7(d) over the graph for Brexit/Reddit. It means that
at the corresponding time step the value of the Brexit/Reddit/disagreement
data series was relatively high compared to the maximum value in this loaded
series. By using the controls depicted in Figure 6.7(f), the user can adjust the
minimal threshold for the relative level of subjectivity or hide such subjectivity
cues altogether (as they could lead to visual clutter in some cases). This visual
representation supports tasks T1 and T2.

To support T2 further, our implementation also provides multiple small bar
charts for separate sentiment and stance data series displayed in Figure 6.7(g+h).
If the user is not interested in such detailed information, it is possible to collapse
the corresponding panels to save screen space (see Figure 6.7(i)).

Finally, the main stacked graph representation also supports task T4: the
user can select a time range (cf. Figure 6.7(e)), click the button depicted in Fig-
ure 6.7(f), and request the documents corresponding to the selected target/domain
combinations for this time range.

6.4.4 Representation of Document Lists

When the user requests documents by performing a selection in the stacked
graph depicted in Figure 6.7(e), the document texts with sentiment and stance
classification results are retrieved from the database (see Figure 6.3(c)), and a
new document list is displayed in the user interface, as displayed in Figure 6.8.
Additionally, a static thumbnail of the graph selection is created to serve as a
snapshot (cf. Figure 6.8(b)).

One part of task T5 is concerned with summarization of text contents of
such document lists. To address this, we have decided to provide the users
with a list of key terms. Our implementation computes the counts of uni- and
bigrams [279] present in the document texts and then processes them using
TF-IDF weighting [354]. Currently, up to 25 top key terms are returned for each
document list and represented as an interactive list displayed in Figure 6.8(c).
We used a simple list representation (with eventual wrapped lines/rows) instead
of a word cloud with spatial layout, as a recent study demonstrated similar
effectiveness of these approaches for topic discovery tasks [130].

To represent the summary of category classification results for T5, our im-
plementation includes an interactive list of statistics for sentiment and stance
categories displayed in Figure 6.8(d). The total number of utterances with a
specific category detected is computed over all document list texts and displayed.
Additionally, the average classification confidence reported by the stance classifier
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and the average valence for positivity/negativity reported by the sentiment
classifier are visualized with bar charts.

The list of key terms and the statistics view can be used for filtering the
document list alongside the text search field displayed in Figure 6.8(e). The user
can add notes, sort the documents in multiple ways (e.g., by document timestamp
or by number of detected stance occurrences), and close/remove the document
list. It is also possible to change the position of document lists by dragging and
dropping, which can be useful for comparison tasks.

To support T6, document lists provide access to the actual texts as seen in
Figure 6.8(f), including links to the source social media posts. The sentiment
and stance classification results are injected directly into the document view
as labels with abbreviated category titles and classification confidence results.
By hovering over a document, the user is presented with a tooltip displayed in
Figure 6.8(g) which includes additional details about the document timestamp,
data domain, associated target(s) of interest, and detailed classification results. It
is also possible to click a document to make the tooltip persistent.

Finally, the user can use the export button located in the document list header
(see Figure 6.8(a)). In this case, a static version of the document list is exported
as an HTML file, including its current state with regard to user notes, filtering,
and sorting (cf. Figure 6.9(d+g)). Exported lists can be used for further offline
investigation, thus supporting the final user task T7.

6.5 Case Studies

In this section, we demonstrate the usage of StanceVis Prime with two case
studies. In the first study, the information about public sentiment and stance on
two different targets of interest is compared for Twitter data. In the second study,
we focus on a single target of interest in two different social media data sources,
Twitter and Reddit.

6.5.1 Case Study A: Brexit and European Politics in Twitter Data

In this case study, we have explored the Twitter data for summer 2018 available
in StanceVis Prime. We have focused on two targets of interest tracked in our
system: Brexit and European Politics. The initial time range of interest was the
complete summer; the resulting stacked graph, initially loaded at the granularity
of one day, is displayed in Figure 6.9(a).

We can see that the volume of tweets for Brexit (encoded with green color)
dominates this data set, and the maximum number of posts is created at a time
step highlighted in Figure 6.9(b). This time step corresponds to July 9, 2018, and
there are 742,139 tweets retrieved in our system for this data point. According
to the subjectivity cues, multiple categories of sentiment and stance reach large
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Table 6.2: Examples of interesting utterances with corresponding categories
discovered in the data for case study A

Utterance Detected categories

A. Brexit/Twitter, July 9, 2018
“Chaos ensues” a negativity

“If true it’s effectively the final nail in the coffin for May” b positivity, hypotheticals, uncertainty

“Could be good for Ireland if it leads to Theresa May having a
stronger hand to push through a soft Brexit” c

positivity, hypotheticals,
need and requirement, uncertainty

B. European Politics/Twitter, July 15, 2018
“If you look at the thing they quoted, Trump clearly said that
the European Union was an economic foe” d

certainty, hypotheticals,
source of knowledge

“Man’s a lunatic” e negativity

“But the concern should be there just the same” f need and requirement

aRetrieved July 9, 2018 from https://twitter.com/statuses/1016325066756448256
bRetrieved July 9, 2018 from https://twitter.com/statuses/1016321947045646336
cRetrieved July 9, 2018 from https://twitter.com/statuses/1016322079958892544
dRetrieved July 15, 2018 from https://twitter.com/statuses/1018518507502350339
eRetrieved July 15, 2018 from https://twitter.com/statuses/1018528605515730945
fRetrieved July 15, 2018 from https://twitter.com/statuses/1018528605515730945

values at this day, with negativity, uncertainty, and positivity being the top
ones.

As we focus on a shorter time range corresponding to this day and filter out
the data series related to the other target, the representation changes to hourly
values, as displayed in Figure 6.9(c). We can now see that a large number of
tweets were produced starting around 16:00 (GMT+2). Exploration reveals that
there are 79,711 tweets in total for this hour, containing 14,706 utterances with
uncertainty, 12,992 with negativity, and 11,279 with positivity.

After focusing on a shorter period (16:00–16:20) and retrieving the documents,
we can find out that the main key terms for the corresponding document list
were “secretary”, “johnson”, “resigns”, and so on. Apparently, this spike in the
discussion of Brexit on Twitter was related to the resignation of the UK Foreign
Secretary Boris Johnson4. After interacting with the document list, we can export
it for further offline exploration, with the result displayed in Figure 6.9(d) and
examples listed in Table 6.2 (group A).

4https://www.bbc.com/news/av/uk-politics-44771278/boris-johnson-resigns-as-

foreign-secretary (last accessed in February 2019)

https://twitter.com/statuses/1016325066756448256
https://twitter.com/statuses/1016321947045646336
https://twitter.com/statuses/1016322079958892544
https://twitter.com/statuses/1018518507502350339
https://twitter.com/statuses/1018528605515730945
https://twitter.com/statuses/1018528605515730945
https://www.bbc.com/news/av/uk-politics-44771278/boris-johnson-resigns-as-foreign-secretary
https://www.bbc.com/news/av/uk-politics-44771278/boris-johnson-resigns-as-foreign-secretary
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Returning to the complete loaded data set, we can now focus on the data
region where European Politics gained prominence (see the red band of the
stacked graph in Figure 6.9(e)), which corresponds to July 15, 2018 with 122,298
tweets in our retrieved data. Focusing further and switching to the granularity
of one hour, we can see in Figure 6.9(f) that sudden growth of interest for this
target started around 18:00 (GMT+2). There are 13,945 tweets corresponding to
this hour, with 7,990 utterances classified with negativity, 2,177 with positivity,
and 2,070 with the stance of source of knowledge. After focusing on the period
17:30–18:30 and investigating the document list, we can find out that this case is
related to the quote of POTUS Donald Trump naming European Union “a foe” in
an interview5. As we can see in the exported document list in Figure 6.9(g), a
lot of expressions of sentiment were produced in the tweets, followed by several
stance categories such as source of knowledge, need and requirement, and
concession and contrariness. Examples are provided in Table 6.2 (group B).

By using StanceVis Prime in this case study, we were able to understand the
temporal trends in public sentiment and stance on several targets of interest,
retrieve the underlying text data for specific time ranges, get an overview of the
corresponding texts, and use the exported versions of document lists for close
reading offline (cf. user tasks T1–T2 and T4–T7).

6.5.2 Case Study B: European Politics in Twitter Data vs Reddit

Comments

In this second case study, we have compared the data on the same target of interest
(European Politics) in two different data sources, Twitter and Reddit. We have
selected a time range of several days around September 9, 2018, when a recent
general election took place in Sweden6. After exploring the temporal data and
downloading the document lists, we can confirm the expectation that the number
of documents from Twitter for the same time range would be much larger than
the number of Reddit comments on this subject, as seen in Figure 6.10(a+b) with
approximately 5,000 tweets and 50 Reddit comments. Filtering the document lists
on key terms related to the Swedish election reduces these numbers even further.
The examples of relevant utterances found in tweets and Reddit comments are
provided in Table 6.3 (groups A and B, respectively).

A more lively discussion of the Swedish elections on Reddit does not start
until the morning of the next day, September 10, as seen in Figure 6.10(c). It
is interesting to compare the documents between the data sources, though, as
Reddit comments tend to contain much longer statements and arguments rather
than short tweets, which might be interesting for further detailed exploration
with close reading. Several examples of relevant utterances are listed in Table 6.3
(group C).

5https://www.bbc.com/news/world-us-canada-44837311 (last accessed in February 2019)
6https://www.bbc.com/news/world-europe-45466174 (last accessed in February 2019)

https://www.bbc.com/news/world-us-canada-44837311
https://www.bbc.com/news/world-europe-45466174
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Table 6.3: Examples of interesting utterances with corresponding categories
discovered in the data for case study B

Utterance Detected categories

A. European Politics/Twitter, September 9, 2018
“Today is a great day in Sweden” a positivity

“I guess that will do Sweden” b prediction, uncertainty

“I understand none of it but hey I might live there some day
so I should probably watch their election process” c

concession and contrariness, contrast,
need and requirement, uncertainty

B. European Politics/Reddit, September 9, 2018
“I heard there are reports of election fraud” d negativity, source of knowledge

“Most votes for the party were clearly protest votes” e positivity, certainty

“Sweden TV needs to ask the BBC for tips on how to report
elections. . . ” f need and requirement

C. European Politics/Reddit, September 10, 2018
“However it would be completely illogical if the right parties
with fewer mandates demands to govern anyway” g

disagreement,
hypotheticals

“Sweden is extremely progressive, most parties would be
seen as progressive parties in the US except the nationalist
Sweden Democrats and the Christian Democrats” h

concession and contrariness,
contrast

“As the statistics showed, most SD voters come from the
Socialdemocrats which have been the most progressive party
in Sweden” i

source of knowledge

aRetrieved September 9, 2018 from https://twitter.com/statuses/1038889571000430592
bRetrieved September 9, 2018 from https://twitter.com/statuses/1038885246299721733
cRetrieved September 9, 2018 from https://twitter.com/statuses/1038881881566191616
dRetrieved September 9, 2018 from https://www.reddit.com/r/The_Donald/comments/9ed8px/

the_media_is_propaganda_101_how_about_we_change/e5omh5x/
eRetrieved September 9, 2018 from https://www.reddit.com/r/worldnews/comments/9ec9ga/

sweden_votes_amid_nationalist_surge/e5olcou/
fRetrieved September 9, 2018 from https://www.reddit.com/r/europe/comments/9e38aq/

swedish_general_election/e5oha38/
gRetrieved September 10, 2018 from https://www.reddit.com/r/europe/comments/9e38aq/

swedish_general_election/e5pu6bg/
hRetrieved September 10, 2018 from https://www.reddit.com/r/worldnews/comments/9ejj2s/

sweden_liberals_seek_alliance_govt_wont_work_with/e5pvy4r/
iRetrieved September 10, 2018 from https://www.reddit.com/r/worldnews/comments/9ejj2s/

sweden_liberals_seek_alliance_govt_wont_work_with/e5pvy4r/

In summary, this case study demonstrated support for comparisons between
data from several sources in StanceVis Prime, mostly with a focus on retrieval,
overview, and close reading of multiple document lists (cf. user tasks T4–T7).

https://twitter.com/statuses/1038889571000430592
https://twitter.com/statuses/1038885246299721733
https://twitter.com/statuses/1038881881566191616
https://www.reddit.com/r/The_Donald/comments/9ed8px/the_media_is_propaganda_101_how_about_we_change/e5omh5x/
https://www.reddit.com/r/The_Donald/comments/9ed8px/the_media_is_propaganda_101_how_about_we_change/e5omh5x/
https://www.reddit.com/r/worldnews/comments/9ec9ga/sweden_votes_amid_nationalist_surge/e5olcou/
https://www.reddit.com/r/worldnews/comments/9ec9ga/sweden_votes_amid_nationalist_surge/e5olcou/
https://www.reddit.com/r/europe/comments/9e38aq/swedish_general_election/e5oha38/
https://www.reddit.com/r/europe/comments/9e38aq/swedish_general_election/e5oha38/
https://www.reddit.com/r/europe/comments/9e38aq/swedish_general_election/e5pu6bg/
https://www.reddit.com/r/europe/comments/9e38aq/swedish_general_election/e5pu6bg/
https://www.reddit.com/r/worldnews/comments/9ejj2s/sweden_liberals_seek_alliance_govt_wont_work_with/e5pvy4r/
https://www.reddit.com/r/worldnews/comments/9ejj2s/sweden_liberals_seek_alliance_govt_wont_work_with/e5pvy4r/
https://www.reddit.com/r/worldnews/comments/9ejj2s/sweden_liberals_seek_alliance_govt_wont_work_with/e5pvy4r/
https://www.reddit.com/r/worldnews/comments/9ejj2s/sweden_liberals_seek_alliance_govt_wont_work_with/e5pvy4r/
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6.6 Discussion

In this section, we report the preliminary user feedback received for StanceVis
Prime and reflect upon various aspects of our implementation, including its
scalability and generalizability with regard to underlying data sources and
analyses.

6.6.1 Preliminary User Feedback

Due to the time and expert user availability constraints, we have not evaluated
our approach with a larger user study yet. However, we have gathered some
preliminary user feedback in December 2018 during a session with one of our
project collaborators, a postdoctoral researcher in computational linguistics. This
expert user had contributed to the development of the stance classifier used by our
system’s backend and has prior knowledge about information visualization and
visual analytics, but she had not been involved in the design and development of
StanceVis Prime. During the session which lasted several hours, we (1) explained
the underlying design choices and data considerations, (2) demonstrated and
explained most features of the current implementation, (3) allowed the user
to engage in free data exploration with a think-aloud protocol, and finally, (4)
conducted a semi-structured interview. For the interview, we used questions from
the ICE-T questionnaire by Wall et al. [446] focusing on the value of visualization.

During the free exploration stage, the expert focused on the target of Vacci-
nation rather than political targets, as she had previously worked on this topic
in her own research and was still interested in it. The expert spent quite a lot
of time investigating sparkline charts in the data loading dialog to find interest-
ing time ranges and settled on the data from mid-August to early September
2018 from both Twitter and Reddit. After loading the data, the user studied
the visualization of document counts and subjectivity cues; the cues about the
categories of negativity and need and requirement in the Twitter data for a
specific day (August 26, 2018) caught the eye of the expert. The expert then
used the range slider to focus on this date, studied the detailed sentiment and
stance category charts, and then used the button for loading the corresponding
tweets. The resulting document list contained approximately 33,000 entries. The
expert used the category bar charts to focus on the documents with need and
requirement and/or negativity and engaged in close reading of the resulting
texts. After studying a number of documents, she concluded that the sentiment
and stance classification results seemed reasonable and there were a lot of urges
and requests both to vaccinate and not to vaccinate in the tweets. The expert also
got an insight that negativity did not co-occur with need and requirement in
this data.

The expert also loaded and investigated other time ranges with a focus on
stance categories such as tact and source of knowledge. Some of her insights
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included the discoveries that (1) many occurrences of tact in this social media
data are in fact explained by sarcasm; and (2) many references to sources of
knowledge include vague statements (“people are saying that. . . ”) and other
people’s opinions rather than facts and authorities (however, several references to
organizations such as CDC and WHO were also found).

In general, the expert concluded that StanceVis Prime seemed useful for
the tasks of investigating public sentiment and stance. As her expertise is
in computational linguistics, she was particularly interested in exploring the
classification results in documents corresponding to peaks in the data series. The
expert also commended the possibility of exporting the document lists annotated
with user notes for further analyses and close reading.

The expert user also had several comments about shortcomings of the current
implementation and potential features, mostly related to the document list view
and related interactions. First of all, she noted a number of duplicate documents
(retweets) in the Twitter data and suggested hiding/collapsing them in this view
in order to focus only on unique texts. Second, she noted that category filters
in document list views are currently based on the “OR” operator, but it would
be useful to also support “AND”-based filters in order to focus on documents
with particular combinations of categories (cf. Chapter 5), such as negativity and
need and requirement mentioned above. Taking such selected combinations
of categories into account when sorting the document lists was also potentially
useful in the expert’s opinion. Finally, the delays associated with the document
loading stage were also perceived negatively. These comments and suggestions
will be taken into account as part of the future work to improve StanceVis Prime.

6.6.2 Scalability

The scalability of the backend components of our approach is subject to storage
space availability similar to other systems consuming data from social media. For
example, at this point we have collected approximately 168 million documents
in our database, and the storage size required for this source data, classification
results, and backups grows every day. Besides disabling tracking of certain
targets of interest, one possible solution for this issue is to remove old documents
from the database while preserving the corresponding document IDs/URLs as
well as the aggregated data series.

With regard to the scalability of the visualization and user interface at the
frontend, we should note that our chosen strategy of using coordinated multiple
views has a drawback related to the overall screen area usage. The visual interface
of StanceVis Prime supports window resizing with regard to width, but it is
designed with a vertical workflow in mind, from the source data selection and
listing to the data series charts and the document lists, which results in vertical
scrolling on smaller monitors. One possible alternative solution would be to
introduce separate windows or tabs for separate views, similar to document list
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tabs in uVSAT [243] (see Section 4.5.2). However, it could arguably disrupt the
user’s mental map and would also make comparison between multiple document
lists more difficult. For the time being, we intend our implementation to be used
on desktop monitors rather than screens of laptops or handheld devices.

Additionally, the visualization of data series similarity discussed in Sec-
tion 6.4.2 can be subject to visual clutter depending on the number of displayed
data series and the output of MDS and DBSCAN algorithms. This visual rep-
resentation could be improved in the future using the methods introduced for
storyline visualization techniques [380,410].

Finally, the performance of the visual interface depends on the size of the data
subset loaded by the user. For example, if all the documents for some popular
target of interest are requested for a range of days, weeks, or months, the web
browser will struggle to render dozens or hundreds of thousands of document
text representations. Thus, the workflow currently recommended to the users is
to focus on moderate time ranges when requesting document lists.

6.6.3 Overall Utility and Generalizability

As discussed in Section 6.2, StanceVis Prime is designed to support user tasks
related to various data types and granularities, from individual utterances
and documents to data series with aggregated daily values spanning multiple
months. Therefore, we expect its components and views to have different value to
different users: the preliminary user feedback discussed in Section 6.6.1 confirms
our expectation that experts in linguistics and computational linguistics would
ultimately be interested in accessing and studying text data when using our tool.
The visual representations of temporal data, including the data series similarity
view, could be more interesting to the users interested in overall trends in public
sentiment and stance, such as brand managers or political scientists, and it would
be a part of our future work to collaborate with such users.

We foresee several ways to generalize our approach. First of all, StanceVis
Prime was initially designed to support multiple data sources: it is already
possible to access and compare the data from two currently supported social
media platforms. Our approach can also be generalized to other temporal text data
sources and, with some modifications, to static corpora. Second, we are currently
using a specific set of sentiment and stance categories which could be extended
or replaced as long as text analyses are carried out at utterance/sentence level:
for instance, our stance classification pipeline could be extended with another
classifier which achieves better classification results for a limited set of categories
such as agreement and disagreement [297]. Finally, our research so far has
focused only on texts in English, and it would be interesting to apply StanceVis
Prime to text data in other languages once the respective sentiment and stance
classifiers are available.
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6.7 Summary

In this chapter, we have discussed our work on StanceVis Prime, a visual analytics
platform for social media texts supporting sentiment and stance analysis. Our
approach is based on the definition of stance categories and a classifier developed
as part of an interdisciplinary project on stance analysis. This chapter presents the
analysis of user tasks for visual analysis of sentiment and stance in social media
texts based on the requirements of our project collaborators. We describe our
design choices for visual analysis of the textual data and the corresponding data
series based on retrieved document counts and utterance classification results.
StanceVis Prime allows the users to investigate temporal trends, get an overview
about the contents of document sets, study individual document texts, and export
processed document sets for further offline exploration. We demonstrate our
implementation with case studies focusing on comparison of several targets of
interest and several data domains/sources. Preliminary user feedback from one
of our project collaborators is also promising.

The backend component of our system has been collecting the data from
Twitter and Reddit for more than a year, and further visual analysis of this data
using the frontend components in collaboration with experts in sociolinguistics is
one of the next steps in our work. Another step is an evaluation of the system
with a full-fledged user study.

This contribution opens up additional opportunities for future work on
visual analysis of sentiment and stance as well as other aspects of temporal text
data. Our approach could be enriched with additional types of analyses and
visualizations, e.g., by using geospatial information, named entity recognition,
and topic modeling [105]. Visual analysis of relations between the retrieved
documents and reconstruction of the conversation structure (e.g., as discussed
by El-Assady et al. [117]) enriched by sentiment and stance data is also an
interesting prospect. Finally, the components related to data series analysis could
be extended with the methods of predictive analytics [269] in order to forecast
public sentiment and stance on specific targets of interest in social media.
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The previous chapters have demonstrated the progression in the methodology and
applications of visual stance analysis from using a lexical approach and supporting
only blog and forum data to using an ML-based stance classifier and supporting
massive data from popular social media platforms, thus achieving the aims of the
StaViCTA project. At the same time, we have developed additional visualization
and visual analytics approaches to fill various gaps in the design space discussed
in Chapter 3. These approaches demonstrate further opportunities to apply stance
visualization for various data types and user tasks.
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7.1 Interactive Exploration of Temporal, Thematic,

and Geographic Aspects of Stance in Social

Media Texts with StanceXplore

In digital humanities (DH) [362], the combination of text mining and visualization
methods has resulted in tools that exploit modern or contemporary text corpora,
extract linguistic patterns from various language resources, and provide the
scholars with new and enriched digitalized educational material (e.g. [19,72,384]).
The availability of large-scale, user-generated textual content from social media,
such as reviews, opinions, and comments on politics and news, raised interest to
the areas of sentiment analysis and opinion mining [240]. Techniques from these
areas approach text analysis by extracting opinions and sentiments with the goal
of aiding in the comprehension of how people feel about something, how these
feelings are expressed, and how they spread [317].

Among the many related fields, one that has attracted attention lately is
stance identification in discourse [243,296,381]. Stance taking is the way speakers
position themselves in relation to their own or other people’s beliefs, opinions,
and statements in ongoing communicative interaction with others. Interesting
findings about the attitude of people can be derived by looking at their stance
regarding cultural, educational, social, and political events [166,445].

In this section [286]1 we present StanceXplore, a visualization approach
for interactive exploration of stance-taking in social media. Stance analysis of
content from social media is usually met with unique challenges due to the
highly dynamic and heterogeneous language forms and constructional patterns
in discourse, which can vary considerably depending on geography, time, and
user identities/roles. All of these factors (or dimensions) of the data are relevant
and must be considered together when exploring trends within a corpus, as such
trends may be spread over different dimensions due to, e.g., specific reactions
to relevant events (time), the effect of different cultural backgrounds (space),
and previously unknown similarities between the writing of different groups.
Our proposed visualization aids the exploration of stance in social media with a
coordinated multiple views approach, where each of these dimensions can be
explored separately, while, at the same time, all views react to brushing and
filtering. We aim to help DH researchers discover stance-taking patterns in
social media corpora by moving interactively from a general overview of the
data’s features into subsets defined by different combinations of filters for each
dimension.

1This section is based on the following publication: Rafael M. Martins, Vasiliki Simaki, Kostiantyn
Kucher, Carita Paradis, and Andreas Kerren. StanceXplore: Visualization for the interactive exploration
of stance in social media. In Proceedings of the 2nd Workshop on Visualization for the Digital
Humanities, VIS4DH ’17, 2017. © 2017 The Authors.
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We demonstrate our visualization with a case study on the use of the En-
glish language by Twitter users from Sweden. By exploring Twitter’s hashtag
functionality, which allows users to specify topics that thematically orient their
tweets, we show how our tool can support tasks such as: (1) identifying the stance
distribution on the most frequent hashtags, (2) grouping these hashtags into
broad thematic fields by similarity of content, (3) understanding the geographical
distribution of stance-taking trends in the corpus, and (4) finding important events
during a certain time period and checking how Twitter users have positioned
themselves in relation to these events. We conclude that StanceXplore offers DH
researchers the opportunity to obtain insights into the corpus that are not readily
available without interactive exploration, are multidimensional by nature (i.e. are
simultaneously based on independent aspects such as time, space, and language
use), and are relevant to the comprehension of the dynamics of stance-taking in
this specific Twitter user base.

7.1.1 Background and Related Work

While no universally accepted definition of DH exists, Schreibman et al. state that
the discipline of DH “includes not only the computational modeling and analysis
of humanities information, but also the cultural study of digital technologies,
their creative possibilities, and their social impact” [362, p. XVII]. DH research
on literary studies commonly use techniques developed under the umbrella of
information visualization (InfoVis) and visual analytics (VA), more specifically,
text visualization [236]. Important examples include the literature fingerprinting
approach by Keim and Oelke [214] and VarifocalReader by Koch et al. [224]. As
an attempt to introduce and popularize such methods and techniques among DH
researchers, Drucker [108], for instance, analyzes some popular representations
such as bar charts and bubble charts and hints at their shortcomings from the point
of view of a DH scholar. Sínclair and Rockwell [384] introduce computational
methods for text analysis to the DH audience and discuss their software suite
called Voyant Tools, which includes several visual representations of text analysis
results. The authors argue that such tools facilitate the exploration of the data
and can lead to interesting discoveries. In general, these techniques focus on
close and distant reading tasks, as described by Jänicke et al. [197] in a systematic
overview of text visualization techniques for DH studies. Other recent examples
are related to the analysis of text variants [19], named entities such as fictional
characters [403], or arbitrary concepts and relationships within a large text
document [71].

One common feature for most of the techniques is their orientation towards
works of literature as the input data. In this work, however, we focus on data
originating in social media rather than literary fiction. Chen et al. [76] provide an
overview of the existing analysis and visualization methods for social media data,



172 CHAPTER 7. FURTHER APPLICATIONS

concluding that the most popular analytical approaches for such texts include
extraction of keywords, detection of topics, and sentiment analysis.

Sentiment analysis usually involves automatic detection of positive, neutral,
and negative content in texts [317]. Our recent survey [240] (see Chapter 3)
discussed the corresponding sentiment visualization techniques developed both
inside and outside the InfoVis/VA community, concluding that the majority of
such techniques use social media data rather than customer reviews, editorial
media data (e.g., news reports), or literature. Such techniques have been used to
provide an overview of a Twitter corpus or a monitoring interface for a stream of
text posts (tweets), usually with an option to drill down to the underlying texts
on demand—which arguably also mirrors the distant and close reading tasks
in DH discussed above. With regard to application scenarios, Diakopoulos et
al. [103] and Marcus et al. [281] use their respective systems Vox Civitas and
TwitInfo for digital journalism; Cao et al. [59] apply their system Whisper for
the analysis of emergency events; and Humayoun et al. [186] analyze the public
response to Brexit using their recent system TExVis.

Besides the analysis and visualization of positive and negative sentiments,
emotion, or similar affective categories, social media data also provides interesting
opportunities for the analysis and visualization of stance. Stance classification
studies usually address stance-taking as a binary issue of the pro or con po-
sitioning of the speaker towards a fact/event/idea. In most cases, the data is
extracted from online debates, where controversial opinions and stance-taking
are observed, and they are automatically annotated [166,445]. The classification
accuracy achieved in these studies varied from 69 to 88%, and various different
feature sets were used: lexicons, n-grams, cue words, post information, punctua-
tion, and POS tags. More recent studies include other categories of subjectivity
such as agreement and disagreement [391], condition and contrast [390], or
prediction and uncertainty [381, 393].

The existing work in stance visualization includes the works by Almutairi [10]
and El-Assady et al. [116], which focus on works of literature and transcripts
of debates, respectively. Textual data from social media has been used for
stance visualization in our system called uVSAT [243] (see Chapter 4); however,
Twitter is not supported as a data source, and typical input documents are
much larger/longer than tweets. Mohammad et al. [296] provide a dashboard
visualization of a stance-annotated Twitter corpus, and ALVA [238] (see Chapter 5)
supports visual analysis of the stance annotation process for utterances (sentences).
In contrast to these approaches, the focus of this work is to provide an interactive
stance visualization of a Twitter corpus with support for the temporal, geospatial,
and topic perspectives—similar to TwitInfo [281], Whisper [59], or TExVis [186],
but supporting stance analysis rather than the usual task of sentiment analysis.
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7.1.2 Visualization Methodology

We propose to approach the challenge of interactively exploring stances in
social media by using coordinated multiple views, where each view shows a
different perspective of the data, i.e., a window into a specific aspect of the
corpus under analysis. The focus of StanceXplore is the interactive brushing and
filtering supported by visualization in such a way that each view can be explored
independently, but, at the same time, the whole set of views adapts to users’
actions. This design is inspired by Shneiderman’s well-known visual information-
seekingmantra [374]—“Overview first, zoom and filter, then details-on-demand”—
and the implementation of the distant reading concept in visualization tools, as
described in the survey by Jänicke et al. [197]. These related concepts can, when
combined, be used effectively to direct readers to specific subsets of text that are
relevant to the task at hand.

In order to be used with StanceXplore, a corpus must contain the full text of
all tweets, be geolocalized, and be timestamped (these are related specifically
to views (e), (c), and (d) in Figure 7.1, respectively). User information is not
necessary, as the tweets are anonymized (every reference using @ is changed to
@User). Each tweet is classified according to its stance using a Support Vector
Machine (SVM) [422] classifier, previously trained on data extracted from political
blogs and manually annotated by two linguistic experts. The ten stance categories
are based in a cognitive-functional approach introduced recently [381,383,386].
Agreement/disagreement expresses a similar or different opinion (e.g., OK then,
I’ll do that); certainty expresses the speaker’s confidence to its sayings (e.g., Of
course it is true); contrariety expresses a compromising or contrastive opinion
(e.g., The result is fairly good, but it could be better); hypotheticality expresses
a potential consequence of a condition (e.g., If it’s nice tomorrow, we will go);
necessity expresses a request, recommendation, instruction, or obligation (e.g., I
must hand back all the books by tomorrow); prediction expresses a guess/conjecture
about a future event (e.g., I believe that he will do it for you); source of knowledge
expresses the origin of the speaker’s sayings (e.g., I saw Mary talking to Elena
yesterday); tact/rudeness expresses pleasantries/unpleasantries (e.g., You lazy
bastard. Get lost); uncertainty expresses doubt towards the speaker’s sayings
(e.g., I don’t know if that is the case, actually); and volition expresses wishes or
refusals (e.g., I wish I could join you next summer). If no stance is detected, the
tweet is neutral.

The total number of tweets per stance can be seen in the Stances view displayed
in Figure 7.1(a), also encoded in the lengths of the bars. This view also functions
as a color legend; the color assigned to each stance category in this view is used
in most other views during the interactive exploration process. By clicking on the
stances in this view, the user can choose to filter all the other views to include
only tweets classified with the selected stances (in the example of Figure 7.1(a),
all stances are active except neutral).
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The Hashtags view displayed in Figure 7.1(b) shows the hashtags of the corpus
in two interchangeable panels: the Table, in descending order of frequency, and
the Grid, where they are grouped and distributed according to content similarity.
These two panels offer two distinct but complementary views, and can be switched
by the user as desired. When a hashtag is selected it is always shown on top
of the table, while the rest of the hashtags are sorted in descending order by
their string similarity to the selected one, as computed with the Sørensen-Dice
coefficient [195]. This sorting highlights similar hashtags only by their name,
e.g. #Eurovision and #Eurovision2016. The distribution of hashtags in the 2D
hexagon grid is obtained with a Self-Organizing Map (SOM) [225] by extracting
the best-matching units for each hashtag. In order to train the SOM, features
are extracted from each hashtag h by first generating a vector space model
representation v(h) [355] that includes the content of every tweet {t | h ∈ t},
and then computing the TF-IDF transformation of v(h) [354]. Essentially, the
interpretation of the hexagon grid layout is simple: hashtags that occupy nearby
hexagons are similar in content, with content referring to the aggregation of the
text of all the tweets that include those hashtags. The visual encoding of the
grid’s hexagon units is further augmented with color, representing the single
most frequent stance present on the hashtags of the unit, and size, representing
the total sum of tweets in the hashtags that are included in the unit. Again,
interacting with either of these two views will change the filtering on all the
others, which in this case means that only tweets that contain any of the selected
hashtags will be visible after a selection.

With the Twitter API’s geo-search function [436] it is possible to estimate
the location of each tweet within different administrative regions such as cities,
counties, or states. This information is shown in the Map view displayed in
Figure 7.1(c), along with a color encoding of the total (possibly filtered) number
of tweets of each region. In the example from Figure 7.1(c), a log scale is used to
improve the visibility of the values, since the difference in the total number of
tweets between main and peripheral regions is very large. By interacting with
the map, the user can explore the specific stance distribution within each region
(see Figure 7.1(c), bottom-right), switch between different administrative levels of
granularity (e.g. cities versus counties), and filter the data by limiting tweets to
specific regions.

The temporal aspect of the corpus can be seen in the Timeline view displayed in
Figure 7.1(d) as a stacked area graph that shows the number of tweets per day for
each color-coded stance. The used visual encoding is similar to ThemeRiver [167],
but we decided to use a fixed time axis as it increased the legibility of the view.
An interactive filter is located below the timeline and allows the setting of a
specific time range for the analysis (in the example, the time range is between
days 8 and 17 of May 2016).
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Finally, the Tweets view displayed in Figure 7.1(e) shows the full text of every
tweet that satisfies all the filters defined interactively. Besides each tweet’s text,
a small bar shows the stance category assigned to the tweet (color) and the
confidence of the classifier (size, computed with Platt scaling [326]), with the
minimum size (lowest possible confidence) indicated by a dashed line.

7.1.3 Case Study

In this section we illustrate the features of StanceXplore2 with a case study
on the use of the English language by Twitter users in Sweden. The corpus
was extracted using Twitter’s REST API [436] with filters by language (English),
country (Sweden), and time (May 2016). The aim of this case study is to highlight
the ability of StanceXplore to support (1) free exploration of stance-classified
data from social media, (2) detection of patterns and trends in stance-taking in
social media along temporal and geospatial dimensions, and (3) the iterative and
dynamic testing of hypotheses with responsive interaction and feedback from
filtering.

We begin with the Stances view displayed in Figure 7.1(a). It shows that
neutral is the most frequent result of the classification process. One explanation
for this is that the classifier’s training set was extracted from political blogs, with
no size restrictions. Tweets, on the other hand, can be considered as fragmented
discourse because of the limited character size of the text (it can be hard to
formulate complete sentences within 140 characters) and the intervention of
metacomments. As a result, the classifier sometimes cannot decide with strong
confidence for a stance, and when no stances are detected the tweet is classified as
neutral. Another reason is the fact that stance is a very subtle concept that can
be difficult to identify, and even in the original manual annotations the neutral
utterances were very frequent. In order to neutralize the effect of neutral as
the most dominant stance and allow for the exploration of different patterns, we
disable this category by shift-clicking on it. From now on only non-neutral
tweets will show up in all the coordinated views.

7.1.3.1 Investigation of Cultural Events

We next look at the Hashtags grid in Figure 7.1(b) and notice that the largest
hexagon unit (with 1,916 tweets) contains only one hashtag: #Eurovision. The
Eurovision Song Contest (ESC) is a traditional TV song competition that takes
place every year between (mainly) European countries. Clicking on this hexagon
unit lets us focus solely on tweets that include the hashtag #Eurovision. A quick
session of close reading of the tweets using the view in Figure 7.1(e) indicates
that ESC was held in Stockholm that month, which made it a hot topic of Twitter

2A demo video for StanceXplore is available at https://vimeo.com/230334496 (last accessed in
February 2019).

https://vimeo.com/230334496
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in Sweden. However, maybe the biggest change after this new filtering is in the
timeline: the vast majority of tweets were posted between 10 and 15 of May 2016,
with almost zero mentions outside that range. Indeed, ESC took place on 10, 12,
and 14 of May 2016. But while the dates in which the contest took place may
be clear, the stance distribution is not, since too much space is wasted on empty
days.

To improve this situation, we zoom into the desired time range using the
timeline slider displayed in Figure 7.1(d), which then allows the relevant tweets
and stances to occupy most of the space allocated to the timeline. A few trends
on the stance-taking regarding ESC are now observable: source of knowledge
(which sets the color of the hexagon), necessity, and contrariety are regularly
strong throughout the period; volition shows a peak of representation in the
second day of the contest; and uncertainty is the strongest stance after the final
day.

One natural way to proceed with the exploration is to go back to the Hashtags
grid and browse through the hexagon units near the selected one; these are
the ones that are similar in content to the current focus, so they might be
relevant to enrich the results. This leads to an interesting insight into the corpus:
many different hashtags were used to refer to the same event. While some
might be easy to locate with conventional string-comparison methods, such
as those with different capitalizations (#eurovision, #EUROVISION) and suffixes
(#Eurovision2016), others might be more challenging to detect without the
content-based similarity visualization, such as abbreviations (#ESC, #esc16) and
specific themes (#ComeTogether). However, two other nearby hashtag groups
prove to be even more interesting and insightful. The first one, #AUS, is related to
the fact that Australia participated in ESC 2016 even though it is not an European
country. By investigating the stances and close reading of the tweets including
this hashtag, it is possible to see that the Australian performance was well-liked
and received positive feedback, especially on the second day of the contest.

The second interesting nearby hashtag group includes both #Ukraine—the
winner of ESC 2016—and #Russia. Again, by investigating the stances and close
reading of the tweets after filtering by this hashtag group, we can infer that a
fierce dispute took place between the two countries during the contest, with
tweets moving from predominantly prediction in the first days to a small surge
of agreement/disagreement and uncertainty after the final results.

7.1.3.2 Aspects of Geographical Distribution

With all the filters reset, one look at the Map view shows clearly that the
geographical distribution of English tweets in Sweden is not balanced among all
counties. In fact, only three areas contain the vast majority of English tweets:
Stockholm, with 55,712 tweets; Västra Götaland, with 16,029 tweets; and Skåne,
with 14,295 tweets. Not surprisingly, these counties include, in this same order,



178 CHAPTER 7. FURTHER APPLICATIONS

the three largest cities in Sweden—Stockholm, Gothenburg, and Malmö. The
counties with the most tweets are consistently located in the southern part of
Sweden; as we move towards the northern parts of the country, the numbers
decrease significantly. This is compatible with the fact that the northern regions of
Sweden, known for their increasingly harsh weather, are more sparsely populated
than the south. Considering the characteristics of this distribution, an analysis of
the busiest areas of the country might be the most common approach. In this
section, however, we decided to take a different path and explore a less obvious
question: what are people tweeting about (in English) outside the main areas, and what
are their attitudes regarding their chosen topics?

For this, we first turn to the Map view and filter only tweets that come from
Norrbotten—the northernmost county in Sweden—totaling 717 tweets distributed
in all stances. Neutral is the most frequent stance, representing almost half
of the subset of tweets with 353 tweets, followed by source of knowledge (75
tweets) and necessity (71 tweets). Close inspection of the tweets classified as
source of knowledge shows that average confidence is low, while the opposite
is true for necessity. For the rest of the analysis, we again disable neutral and
focus on the rest of the stances.

Looking next at the Hashtags grid, we notice that, apart from #Eurovision,
two other hexagon units are salient (due to their size), including hashtags such
as #Jobs, #CareerArc, and #Hiring. The time distribution of these posts shows
a periodical pattern throughout the whole month, with tweets being made every
few days (with periods of inactivity between them). Close reading of the filtered
tweets shows that they are all very similar job advertisements; the strong use of
Twitter for job advertisements in this area may be related to a possible difficulty
of attracting personnel due to their remote location. However, one interesting
observation is that the classifier has achieved low confidence with these tweets,
assigning diverse stances such as contrariety and source of knowledge.

Repeating the same analysis steps with Västerbotten, a neighboring county
immediately to the south of Norrbotten, we notice an especially salient hexagon
marked with agreement/disagreement. It contains sports-related tags such
as #Endomondo and #endorphins. Close reading of the tweets after filtering
shows that all (but one) have the same structure and almost the same text: a
report on the completion of a sports activity. These are known to be generated
automatically by health-monitoring applications, and are not supposed to express
any specific stance. From this investigation with StanceXplore we can notice,
however, that the classifier did not assign the expected neutral stance, but used
agreement/disagreement with low confidence. This insight could be useful
to help DH researchers in finding flaws in the stance classification system and
improve it with more training data and better examples.
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7.1.4 Summary

In this section we proposed StanceXplore, a visualization approach aimed at
supporting DH researchers in the interactive exploration of stance-annotated
textual content originated from social media. The proposed visualization uses
coordinated multiple views to simultaneously show different aspects of the corpus
under analysis, in a way that allows the user to explore each view independently
and to interactively apply filters that affect the outcome of all the views. With a
case study of the use of English by Twitter users from Sweden, we demonstrated
how StanceXplore can be used to support a progressive exploration process,
starting from a general overview of the data (distant reading) and moving step-by-
step into more specific subsets of the corpus (close reading) that exhibit different
stance-taking patterns and trends, defined by multiple aspects (or dimensions)
of the data such as time, space, and similarities/dissimilarities in the use of the
English language.

7.2 Visualization of Stance Categories in Longer

Individual Texts with DoSVis

Textual data has been playing an increasingly important role for various analytical
tasks in academic research, business intelligence, social media monitoring, journal-
ism, and other areas. In order to explore and make sense of such data, a number
of text visualization techniques have emerged during the last 20 years [197, 236].
The majority of text visualization techniques rely on methods originating from
computational linguistics and natural language processing which analyze the
specific aspects of texts, such as topic structure, presence of named entities, or
expressions of sentiments and emotions. The latter one, i.e., sentiment analy-
sis / opinion mining, has usually been associated with data domains such as
customer reviews, social media, and to a lesser degree, literature and political
texts [295,317]. There is also research on sentiment analysis of business reports
and CEO letters which studies the relation between the language and financial
indicators [211,310]. The existing sentiment visualization techniques for textual
data support a variety of data domains, data source types, and user tasks [240].

At the same time, few existing visualization techniques make use of another
method related to sentiment analysis—stance analysis [296, 383, 391]. Stance
analysis of textual data is concerned with detecting the attitude of the writer
ranging from the general agreement/disagreement with a certain utterance or
statement (e.g., “I hold the same position as you on this subject”) to the more
fine-grained aspects such as certainty/uncertainty (e.g., “I am not completely
convinced that it really happened”). The StaViCTA project has taken the latter
approach in order to develop an automatic stance classifier and visualize stance
detected in textual data. The existing stance visualization techniques have usually
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Figure 7.2: The architecture of our approach. DoSVis uses the output of the
stance classifier for a text document divided into utterances. Each utterance may
be simultaneously labeled with multiple stance categories. Reprinted from [239]
© 2018 SciTePress.

focused on political text data such as transcripts of debates [115], blog posts and
comments [238,243], and tweets [286,296].

In this section [239]3, we explore other possible applications of visual stance
analysis and focus on data domains and user tasks that are not addressed in the
existing literature. In contrast to the techniques which support visual analysis
of multiple short documents such as social media posts, we look into scenarios
involving exploration of longer documents such as business reports [211] and
works of literature [384]. Our visualization approach, called DoSVis (Document
Stance Visualization), uses the output of the automatic stance classifier developed
as part of the StaViCTA project to provide the users with an environment
for exploring the individual documents’ contents, annotated with the stance
categories detected at the utterance or sentence level (see Figures 7.2 and 7.3).
The main contributions of this section are the following:

• a visualization approach for individual text documents that supports visual
stance analysis; and

• a demonstration of application scenarios for visual stance analysis in several
data domains.

The rest of this section is organized as follows. In the next subsection, we shortly
describe the background of stance analysis and existing approaches for stance
visualization as well as text document visualization. Afterwards, we discuss our
visualization methodology in Section 7.2.2. We illustrate the applicability of our
approach with several use cases in Section 7.2.3 and discuss some aspects of our
findings in Section 7.2.4. Finally, we provide a summary in Section 7.2.5.

3This section is based on the following publication: Kostiantyn Kucher, Carita Paradis, and
Andreas Kerren. DoSVis: Document stance visualization. In Proceedings of the 13th International
Joint Conference on Computer Vision, Imaging and Computer Graphics Theory and Applications
(VISIGRAPP ’18) — Volume 3: IVAPP, short paper track, IVAPP ’18, pages 168–175. SciTePress, 2018.
doi:10.5220/0006539101680175 © 2018 SciTePress.

https://doi.org/10.5220/0006539101680175
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7.2.1 Related Work

In this subsection, we establish the proposed approach in the context of the related
work on (1) stance analysis & visualization and (2) visualization of individual
text documents.

7.2.1.1 Stance Analysis and Visualization

A standard approach to automatic stance analysis of textual data focuses on the
detection of agreement/disagreement or pro/contra positions of the author,
typically towards the given topic or target [296,391]. The latter work describes
the results of a shared task (a contest) on stance analysis for a Twitter data set
with the majority of submissions using support vector machines (SVM) or neural
networks as classifiers and n-grams, word embeddings, and sentiment lexicons
as features. The same authors also introduce a dashboard-style visualization
of their stance data set that provides a general overview, but does not focus on
the contents of individual documents. Another visualization approach for the
analysis of speakers’ positions towards corresponding topics is ConToVi [115].
This approach is designed for monitoring of political debates, and it also focuses
on the overall trends and topics rather than the text content.

There also exist other approaches that focus on a wider set of categories
related to stance, such as certainty/uncertainty [243] or speculation and
condition [390]. Similar to the other stance visualizations discussed above,
ALVA [238,242] (see Chapter 5) focuses on the overview of a data set or corpus
consisting of multiple utterances or sentences from blog posts and comments.
Finally, StanceXplore [286] discussed in Section 7.1 provides multiple coordinated
views for exploratory visual analysis of a corpus of tweets labeled with multiple
stance categories by a stance classifier. In contrast to all these works, our
contribution proposed in this section is designed for a detailed exploration of
individual documents which are much larger/longer than social media posts.

7.2.1.2 Visualization of Individual Text Documents

The existing taxonomies of text visualization techniques recognize individual
documents as one of the options of data sources as opposed to corpora [197] or
text streams [236,240], for instance. A typical example of such a document is a
work of literature which can be explored by a scholar in digital humanities using
a software tool with some form of support for visualization [108]. Providing an
overview of the content of individual documents dates back to early techniques,
such as SeeSoft [113] and TileBars [170]. Both provide pixel-based summaries for
text segments constituting the documents. Affect Color Bar [262] implements a
similar idea, but uses categories related to emotions. The resulting visualization
allows the user to get an overview of the affective structure of a text, such as
a novel, and to navigate to the corresponding segment for close reading. Ink
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Blots [1] is a technique based on highlighting regions of text documents with
background bubble plots. The resulting bubble plots can be used without the
actual text content for overview purposes. Keim and Oelke describe a compact
pixel-based technique which can use various text features to represent visual
fingerprints of text segments [214]. VarifocalReader [224] supports both distant
and close reading (see [197], for example) by using topic segmentation, overview
of text structure, and highlighting of automatically annotated words or chunks.
Lexical Episode Plots [154] provide an overview of topics recurring throughout
a text (more specifically, a transcript of political debates). uVSAT [243] uses
scatterplot-like representations for overviews of stance markers detected in a
text document (see Chapter 4). Finally, Chandrasegaran et al. implement an
interactive interface for visual analysis and open coding annotation of textual
data, which includes structural overviews for distant reading and colored text
view for close reading [71]. Our approach adopts ideas similar to many of such
visualization techniques in order to provide an overview of stance classification
results for an individual document at the utterance level. In contrast to some
of the techniques discussed above, though, our goal is to preserve the two-way
mapping between utterances and visual items used in the overview, so that the
users could refer to the overview while performing close reading.

Many existing techniques which provide support for close reading use a
certain form of highlighting individual words or chunks of text [405] to represent
custom annotations or labels. For example, Ink Blots [1] highlight an approximate
region based on the position of certain marker words or features. Serendip [8]
highlights words relevant to specific topics. uVSAT [243] highlights words and
n-grams from the lists of stance marker words and topic terms. Chandrasegaran
et al. provide the user with controls for highlighting specific parts of speech and
information content in the detailed text view of their interactive interface [71].
As opposed to these approaches, our goal for representing the textual content
of documents is to support the output of a stance classifier with multiple non-
exclusive categories. Therefore, we use a strategy relying on non-intrusive glyphs
rather than direct highlighting of the text to represent the classification results.

7.2.2 Visualization Methodology

The input data for our tool DoSVis is generated by a stance classifier pipeline
developed by our project members [238, 242, 383, 386]. The pipeline (see an
illustration in Figure 7.2) divides the input text into utterances and then classifies
each utterance with regard to a set of stance categories such as uncertainty,
hypotheticals, and prediction. The tasks related to the set of stance categories,
the data annotation process, and the training of the classifier were carried out in
collaboration with our experts in linguistics and computational linguistics. The
stance categories used by the classifier are not mutually exclusive, i.e., several
categories may be simultaneously detected in any given utterance. Our approach
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can actually be generalized to any set of categories or labels associated with
utterances. We have tested this by using two versions of the stance classifier: (1) an
SVM-based classifier with 10 stance categories [242], and (2) a logistic regression
(LR)-based classifier with 12 stance categories [386]. Both of these classifiers also
provide a form of confidence estimates for the classification decisions based on (1)
Platt scaling [326] and (2) probability estimates [183], respectively. After the initial
preprocessing and classification stages, the input data for the visualization module
consists of a JSON file with an array of utterances labeled with classification
results.

Our approach is based on a rather straightforward visual design in order
to be intuitive to the users without prior training in visualization. DoSVis is
implemented as a web-based system4 using JavaScript and D3 [94]. Its user
interface depicted in Figure 7.3 provides an overview and a detailed text view
for the selected document. The users can control the interpretation of line break
symbols to adjust the document layout, which might be preferable for some
documents converted from the PDF format (see Section 7.2.4). The sliders located
at the top right (see Figure 7.3(a)) specify the classification confidence thresholds
for displaying the classification results at all and displaying warning symbols
(exclamation marks within the glyphs, see Figure 7.3(i)), respectively, in order to
help the users focus on more reliable results.

The overview of stance classification results consists of scatterplot-like rep-
resentations for individual stance categories displayed in Figure 7.3(b). We
have decided to follow this design with separate representations for categories
due to the data considerations described above. Any utterance in our data
can potentially be labeled with up to 10 or 12 stance categories simultaneously,
therefore, alternative designs would have to use overly complex glyphs or ignore
the resulting categories to some extent [242, 286]. Each utterance with a detected
stance category is represented by a dot marker in the corresponding overview
plot. The dot position itself reflects the position of the utterance in the text.
More specifically, the position is based on the coordinates of the HTML element
representing the utterance relative to the overall text view HTML container. Each
stance category is associated with a certain color based on the color maps from
ColorBrewer [85]. The opacity of the dot is based on the classification confidence
value. Visual items with confidence values below the global threshold are hidden.
The overview plots support pan & zoom for the vertical axis, and the default
zoom level is set to fit the complete document text. The area currently visible
in the main text view is represented by a viewport rectangle in each plot (see
Figure 7.3(c)). Each overview supports details on demand and navigation over the
text by hovering and clicking, respectively. The users can also hide the overview

4A demo video for DoSVis is available at https://vimeo.com/240178420 (last accessed in February
2019).

https://vimeo.com/240178420
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plots and navigate to the previous/next occurrence of the corresponding stance
category by using the buttons located under each plot (see Figure 7.3(e)).

Besides the interactions with a single overview plot, the users can drag-and-
drop the plots onto each other. This results in a new plot providing the overview
of utterances which are labeled with the corresponding combination of categories.
Such plots for the combinations of two and three categories, respectively, are
displayed in Figure 7.3(d). In order to distinguish such combination plots from
regular category overview plots, we have used rectangular markers with a dark
gray color. The opacity mapping and global filtering behavior for the visual
items are based on the lowest confidence value with regard to the category
combination. Such combination overview plots support the same interactions as
regular category overview plots, except for the “hide” button being replaced by
the “remove” button (cf. Figure 7.3(e+f)).

DoSVis also provides a detailed text view (displayed in Figure 7.3(g)) with
stance category labels and details on demand, thus supporting both distant and
close reading approaches [197]. We use sets of non-intrusive rectangular glyphs
located above utterances to represent the categories detected by the classifier
(see Figure 7.3(h)). These glyphs share the color coding, opacity mapping, and
filtering behavior with the overview plots. They are also connected with linking
and brushing—see the elements highlighted in yellow in Figure 7.3(b+d+g).
One additional design element used for the glyphs in the main text view is
a low confidence warning represented by an exclamation mark, as depicted
in Figure 7.3(i). Such marks are displayed for the classification results with
confidence values lower than the global threshold controlled by the corresponding
slider.

7.2.3 Use Cases

With the current application of stance visualization, we focus on use cases beyond
social media monitoring. One of them is the exploration of business reports: an
analyst or an investor may be interested not only in the reported financial results,
but also in the language used throughout the report. Our tool DoSVis could be
used in this case to explore the results of automatic stance analysis similar to
the existing application of sentiment analysis [211, 310]. The users would benefit
from the opportunity to get an overview for the complete text and to navigate
between stance occurrences to explore such longer texts in detail and verify the
classification results.

For example, the PDF versions of the 2015 annual reports from Tableau
Software and Yahoo Inc. contain 98 and 180 pages, respectively. Their overviews
in DoSVis are displayed in Figure 7.4(a+b) at the selected classification confidence
level of 66%. It is interesting to note that both reports contain a rather large
number of expressions of uncertainty which is detected in approximately 8% of
utterances in both cases. The density of such expressions is particularly high in
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(a) Tableau Software 2015 annual report

(b) Yahoo Inc. 2015 annual report

(c) “The Hound of the Baskervilles” by Arthur Conan Doyle

Figure 7.4: Overviews of stance categories detected in several documents with
the LR classifier at 66% classification confidence. Reprinted from [239] © 2018
SciTePress.

Figure 7.5: Overviews of several stance category combinations detected for the
data in Figure 7.4(c). Reprinted from [239] © 2018 SciTePress.

the early sections of the reports where forward-looking statements are located.
The occurrences of uncertainty combined with hypotheticals or prediction
are mainly found in the same regions of the text. The comparison between
the two documents with regard to specific categories reveals that the Tableau
Software report has a larger proportion of detected hypotheticals (3.79% vs
2.67% of utterances) and need and requirement (5.01% vs 3.08%) than the Yahoo
Inc. report, and a lower proportion of prediction (1.00% vs 3.91%). It is also
interesting to note that categories such as agreement, disagreement, tact, and
rudeness are almost absent in the results, which can be explained by the genre
of these documents.
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Another application of our approach is related to the exploration of works
of literature. Scholars in digital humanities [362] could make use of the support
for distant and close reading provided by DoSVis. Figure 7.4(c) displays an
overview of Arthur Conan Doyle’s “The Hound of the Baskervilles” and provides
the user with a general impression of the stance category occurrences in the
text. In contrast to the financial reports described above, it is easy to notice
that the novel contains much more occurrences of categories such as certainty,
disagreement, and tact. Our approach could, therefore, be interesting to the
scholars in digital humanities and linguistics with regard to the analysis of
differences between genres of text by using category overviews as sort of a
fingerprint [214]. Furthermore, the scholars could make use of the opportunity
to analyze occurrences of stance category combinations by drag-and-dropping
the overview plots. Several recent papers on stance analysis [381, 393] discuss
co-occurrences of such stance categories as prediction with uncertainty and
hypotheticals with uncertainty, respectively, in political blog data. Figure 7.5
provides an overview of corresponding category combinations in “The Hound of
the Baskervilles”, which can be interesting to the researchers in digital humanities.
The user can immediately get insights about the distribution of these stance
category combinations, e.g., there are just two instances of prediction with
uncertainty, and no occurrences of combinations of all three categories are
detected at the current classification confidence level. By clicking visual items or
using the navigation buttons, the user can then navigate to the corresponding
utterances for close reading. In this case, exploratory analysis with DoSVis would
allow the user to identify concrete interesting cases as opposed to interpreting
overall category statistics computed with non-interactive analyses.

7.2.4 Discussion

In this subsection, we discuss several aspects of our work related to underlying
data processing methods as well as scalability concerns.

7.2.4.1 Stance Classification

The existing methods of automatic stance classification do not reach the same
levels of precision/accuracy [296] as, for instance, sentiment classificationmethods,
especially for topic-independent tasks [390]. This raises concerns related to the
users’ trust in classification results and the corresponding visualization, especially
when low confidence values are reported by the classifier. Nevertheless, our
proposed visualization approach allows the users to explore the classification
results in detail and make the final judgment themselves. DoSVis can also easily
make use of improved classifiers available in the future.
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7.2.4.2 Preprocessing

In order to apply our approach to the analysis of various reports and books
available as PDF documents, text data must be extracted and classified utterance
after utterance. For longer documents, manual preprocessing is not feasible,
and automatic conversion of PDF to plain text often results in noisy or almost
unusable data [87]. It would also be desirable to preserve the original layout
of document pages in many cases. We consider this as part of the future work
which could be based on the previously described approaches [280,406].

7.2.4.3 Scalability

We have tested DoSVis with documents of several sizes/lengths, the longest
being the 2017 Economic Report of the President of the US (599 pages). Our tool
is able to display the corresponding classification results, albeit the performance
of some interactions is rather low. The largest delays are caused by the web
browser’s layout events for the main text view. The potential solution is to
avoid displaying the complete document text in such cases and use some form of
sectioning instead—for instance, Asokarajan et al. propose a visualization strategy
relying on multiple text scales [19,20]. As for the other scalability concerns, the
overviews for such large documents are affected by overplotting. Our current
implementation relies on pan & zoom to allow the users focus on shorter text
segments and avoid this effect. Alternative solutions could involve some forms
of semantic zooming, although it could potentially affect other interactions.

7.2.5 Summary

In this section, we have demonstrated how stance classification results can be
used for visual exploration of a text document such as a business report or a novel.
We have described our tool DoSVis which provides an interactive visualization of
multiple stance categories detected in the text. DoSVis can be used to estimate
the number of utterances with detected stance in a given text, compare the results
for several stance categories, and explore the text in detail. With the stance
classification accuracy improving over time, we believe that such an approach
will be useful for scholars and practitioners, as illustrated by our potential use
cases. We plan to provide our prototype to the expert users in order to get their
feedback and refine our implementation. Our plans for further development
of DoSVis also include a user study in order to evaluate some of our design
decisions.

While DoSVis focuses on individual text documents, our future work includes
the development of novel visual representations for stance detected in text corpora,
temporal and streaming text data, and text data associated with geospatial and
relational attributes.



7.3. TOPICS2THEMES 189

7.3 Visualization of Sentiment and Stance for

Supporting Argument Extraction with

Topics2Themes

The task of qualitative text analysis, in particular, the identification of arguments
and themes, requires a lot of effort from the analyst (see Figure 7.6). Computational
extraction of main topics in a document or a corpus has been shown to be an
effective first step for such analyses [28, 395]. However, the typical output of
topic modeling algorithms at the detailed level is also overwhelming. The
fields of information visualization and visual analytics provide approaches for
representing and interacting with textual data and results of various text analyses
(including topic modeling [105] and sentiment & stance analysis [240]) to solve
this problem.

In our previous work, we have introduced an interactive visualization tool,
called Topics2Themes [387], that is used to assist the task of extraction and
annotation of arguments in texts (as demonstrated in Figure 7.7) by providing
a Jigsaw-like list interface [156,400]. Topics2Themes was primarily designed to
support analyses of vaccination-related texts with a limited number of opinions
or stances towards this issue, such as for, undecided, or against5. In this sec-
tion [244]6, we describe an application of a customized version of Topics2Themes
to a different genre of data (political comments from Reddit) and a different set
of supported sentiment and stance analyses (with multiple categories).

The data processing pipeline of Topics2Themes [385] includes the following
steps: 1) optional classification or manual tagging of stances associated with text
documents; 2) preprocessing including stop word removal, collocation detection,
and clustering of semantically similar words; and 3) topic modeling with either the
LDA or NMF algorithm. For the present work, we have customized Topics2Themes
to use the classifiers developed as part of the StaViCTA project [393] for the first
step. Then, we applied the tool to a data set of about 200 political comments from
Reddit created during spring 2018. Each document was automatically labeled
with its dominant sentiment category (positive, neutral, or negative) by the
VADER sentiment classifier [191] and a set of detected stance categories, such as
certainty or contrast, by our custom stance classifier [393] (the complete list is
provided in Table 7.1).

5A demo video for the original version of Topics2Themes is available at https://vimeo.com/
257474950 (last accessed in February 2019).

6This section is based on the following publication: Kostiantyn Kucher, Maria Skeppstedt, and
Andreas Kerren. Application of interactive computer-assisted argument extraction to opinionated
social media texts. In Poster Abstracts of the 11th International Symposium on Visual Information
Communication and Interaction, VINCI ’18, pages 102–103. ACM, 2018. doi:10.1145/3231622.3232505
© 2018 The Authors.

https://vimeo.com/257474950
https://vimeo.com/257474950
https://doi.org/10.1145/3231622.3232505
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Text	documents	 Analyst	

Argument	1	

Argument	2	

Argument	N	
…
	

Social	scientist	E.g.,	online	discussions	
	on	vaccination	

Reasons	
for/against	

Figure 7.6: Motivation for the Topics2Themes approach: manual analysis of
multiple arguments, opinions, or themes in multiple texts may be cumbersome
or even infeasible for the analysts.

Text	documents	

Analyst	

Theme	1	

Theme	2	

Theme	N	

…
	

Text	analyses	

Topic	modeling	

Topics		
and	terms	

Subjective	
opinions	

UI	

Figure 7.7: Overview of the Topics2Themes approach: a corpus of text documents
is processed automatically with both topic modeling and text classification
methods, and the results are presented to the user with an interactive UI. The
user can define various themes related to multiple documents in order to formulate
main arguments and viewpoints recurring in the data.

Table 7.1: Classification categories supported by the custom version of
Topics2Themes

Sentiment: positive, neutral, negative

Stance:

agreement, certainty, concession and contrariness,
contrast, disagreement, hypotheticals,
need and requirement, prediction, rudeness,
source of knowledge, tact, uncertainty

Reprinted from [244] © 2018 The Authors.
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Using the frontend of Topics2Themes displayed in Figure 7.8, we were able to
select an interesting topic on Internet neutrality among the output of the NMF
algorithm (see Figure 7.8(c)). By reading the related documents and identifying
the recurring themes (see Figure 7.8(d–e)), we established the main arguments
in the ongoing discussion about the upcoming U.S. Senate vote on Internet
neutrality7. The resulting user-labeled themes displayed in Figure 7.8(e–f) also
provide a barchart-like overview of various sentiment and stance categories
discovered in the associated documents (see Table 7.1), thus providing us with
an opportunity to compare the opinions related to the themes.

Here, we briefly demonstrated the potential applications of our interactive
tool Topics2Themes to political texts from social media. Topics2Themes allows
the users to visually explore the output of topic modeling and stance classification
algorithms, conduct close reading of the original texts, and annotate arguments
for various viewpoints by defining recurring themes. Our future work includes
collaboration with domain experts, evaluation of our proposed approach, and
integration of Topics2Themes into larger visual stance analysis workflows.

7.4 Summary

In this chapter, we have discussed three stance visualization approaches that
complement the work introduced in Chapters 4–6 by supporting further parts
of the design space described in Chapter 3. StanceXplore uses the information
about individual stance categories dominating in tweets and allows the users to
investigate thematic and geographic data aspects in addition to temporal and
text data. DoSVis focuses on longer individual documents and data domains
such as literary fiction and business reports in contrast to collections of short
documents from social media. Topics2Themes is designed to facilitate qualitative
text analysis and argument extraction tasks, and its customized version is able
to support multiple sentiment and stance categories reported by our classifiers.
These three approaches demonstrate the potential of further applications of stance
visualization and visual stance analysis to various data types, domains, and user
tasks. Additional considerations for such future work are discussed in the next
and final chapter of this dissertation.

7The vote took place on May 16, 2018: https://edition.cnn.com/2018/05/16/politics/net-
neutrality-vote-senate-democrats/ (last accessed in February 2019).

https://edition.cnn.com/2018/05/16/politics/net-neutrality-vote-senate-democrats/
https://edition.cnn.com/2018/05/16/politics/net-neutrality-vote-senate-democrats/
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This dissertation started with the introduction of the research problem of senti-
ment and stance visualization, the goal of our research work, and the concrete
objectives to be reached. In the final chapter of the dissertation, we discuss these
objectives again in relation to the findings described in the previous chapters and
then summarize the overall contributions of this work. Afterwards, we discuss
various aspects of our research presented in this dissertation, including our
design decisions, research limitations, and validation concerns. Additionally, we
briefly address ethical concerns and societal implications relevant to the research
practices and technologies discussed in this dissertation. Finally, we outline the
directions for future work involving sentiment and stance visualization.

8.1 Research Findings

First of all, we are going to compare our findings to the objectives formulated in
Section 1.2 and then focus on the main contributions (cf. Section 1.4).

8.1.1 Analysis of Research Objectives

O1 Position the existing sentiment and stance visualization techniques in the wider
context of text visualization
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In Chapter 2, we briefly introduced the wide spectrum of problems studied within
information visualization and visual analytics. It provides the motivation for
the breadth of categorizations required to describe design spaces for particular
fields within these disciplines, for instance, tree visualization [364] or temporal
data visualization [4, 421]. Therefore, we designed a similarly broad and detailed
categorization for the field of text visualization presented in Chapter 3 (more
specifically, Section 3.1) and positioned more than 400 text visualization tech-
niques in this design space after careful manual analysis of the corresponding
publications. The results of this stage are available in the online survey browser
that has been actively used by the research community during the past few years.
Various analyses of the categorization results as well as the additional metadata,
such as co-authorship of techniques/publications, provide us with a “big picture”
of the state of the art in text visualization. Sentiment and stance visualization
techniques are included in this design space, thus achieving research objective O1.
The summary of our own visualization approaches within the text visualization
categorization is provided in Table 8.1.

O2 Define a design space for sentiment and stance visualization techniques

As described in Chapter 2, the models of sentiment and stance can vary from
a dichotomy of positivity/negativity to multidimensional models of emotion
and stance. The designers of the corresponding visualizations have to take
this into account in addition to various possible data types, representation and
interaction options, etc. To address this problem, we designed a categorization for
sentiment visualization techniques (including stance visualization) based on the
more general categorization described above and a manual analysis of more than
150 visualization techniques from peer-reviewed publications. The design space
defined by this categorization includes the aspects related to (1) data domain (such
as social media or literature), (2) data source type (e.g., individual documents or
corpora/collections), (3) special data properties (for instance, temporal data), (4)
analytic tasks (e.g., polarity or stance analysis), (5) visualization tasks (overview,
comparison, etc.), (6) visual variable/channel for encoding sentiment (e.g., color
or size), and (7) visual representation/metaphor for sentiment (a line plot, a
glyph, etc.). We discuss the existing sentiment visualization techniques in the
context of this categorization in Chapter 3 (more specifically, Section 3.2) and
introduce a dedicated online survey browser. These results are complemented
with additional analyses that provide an overview of the state of the art in
sentiment visualization and indicate the interest for this research problem within
InfoVis/VA and other disciplines. They also provide evidence of low support
currently existing for the task of stance visualization, as discussed in Section 3.3,
which motivates our efforts in order to address this research gap. Overall, these
contributions have allowed us to achieve research objective O2 and to position
our own approaches in the same design space (see Table 8.2).
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O3 Enable the design and development of stance visualization techniques by facilitating
the underlying research on stance analysis

As established in Chapter 1, the research work described in this dissertation was
undertaken as part of an interdisciplinary project on stance analysis that included
domain experts in linguistics and computational linguistics as our collaborators.
Therefore, some of our activities and contributions were directed at supporting
the tasks related to (1) collection of textual data that was potentially interesting
and useful for stance analysis, (2) annotation of stance categories in such data,
and (3) implementation of an automatic stance classifier. In order to facilitate
the early project efforts, we designed and implemented a visual analytics system,
called uVSAT, which is described in Chapter 4. uVSAT supports analyses based
on detection of markers (key terms) of multiple emotion categories as well as
several stance categories (certainty and uncertainty). uVSAT was used by our
collaborators to explore temporal text data collected from blogs and forums over
time and to compile a data set of text documents, mainly from political blogs,
for the subsequent stage of the project. To facilitate the tasks related to data
annotation and training of a stance classifier with an active learning approach at
the next stage, we designed and implemented a visual analytics solution, called
ALVA, which is discussed in Chapter 5. Besides helping the users to manage the
aforementioned processes via a graphical user interface, ALVA supports visual
analyses related to (1) the annotated data, (2) the annotation process itself, and (3)
the status of active learning. To address one of the core issues related to visual
encoding of our main data type, annotations with multiple non-exclusive stance
categories, we designed a novel visual representation, called CatCombos, that
uses the spatial positions of annotation item groups to indicate the corresponding
sets of categories. ALVA was used by our collaborators until the end of the
active learning process, and then the resulting stance classifier could be used for
application purposes. Thus, with the contributions of Chapters 4 and 5, we have
attained research objective O3.

O4 Instantiate the sentiment and stance visualization design space by implementing
techniques for textual data from social media as well as other data domains and
application scenarios

The final objective set for this work is related to design and implementation of
sentiment and stance visualization techniques as part of our research project.
Besides supporting the tasks and the data provided by our collaborators, we used
the design spaces and the insights about the previous approaches discussed in
Chapter 3 to motivate our design choices and to address some of the research
gaps existing within sentiment and stance visualization. We contributed multiple
visualization approaches with the main focus on stance visualization, which
are summarized within the contexts of our design spaces in Tables 8.1 and 8.2.
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The first two of these approaches, uVSAT and ALVA (see Chapters 4 and 5,
respectively), are discussed above. With regard to the categorization, uVSAT
has only partial support for stance analysis as it is based mostly upon emotion
categories. Its backend collects the data in an ongoing fashion, however, the
visualization itself does not directly support streaming/dynamic data representa-
tion. The tasks of ongoing collection of temporal text data from social media and
its visual analysis are also supported by our recent approach, called StanceVis
Prime (see Chapter 6), however, in contrast to uVSAT, it makes use of multiple
categories of stance. StanceVis Prime allows the users to (1) explore and compare
multiple data series from several data sources, (2) identify regions of interest
with large numbers of sentiment and stance occurrences, and (3) investigate the
underlying sets of text posts with both close and distant reading supported. Our
additional contributions demonstrate further applications of stance analysis and
visualization. In Section 7.1, we discuss a visualization tool, called StanceXplore,
which provides support for exploratory visual analysis of a data set of Twitter
posts processed with one of our stance classifiers. Compared to other stance
visualization approaches, the unique contribution of StanceXplore is related to
its support of geospatial information present in the tweets. With DoSVis (see
Section 7.2), we address other parts of our design space: a longer individual
document as the data source with literature and reports as the data domains.
Finally, in Section 7.3, we demonstrate how our visualization approach, called
Topics2Themes (not explicitly discussed in this work in its original form [387]), can
be extended and customized to support multiple sentiment and stance categories
in order to facilitate interactive computer-assisted argument extraction from social
media texts. To summarize, the contributions of Chapters 4–7 complement the
existing techniques discussed in Section 3.3 with regard to the design space
regions not addressed by the previous stance visualization techniques, hence
allowing us to attain research objective O4.

Based on the accomplishment of all the objectives, we can state that the goal

of this dissertation set in Section 1.2, to define, categorize, and implement means for
visual representation and visual analysis of sentiment and stance in textual data, in
particular, for the data originating in social media, has been achieved.

8.1.2 Summary of Scientific Contributions

We can now summarize the main scientific contributions of the work presented
in this dissertation (cf. Section 1.4):

1. Formulation of the main research challenges for sentiment and stance
visualization based on the analysis of the corresponding theoretical and
computational models.

2. Analysis and categorization of the existing text visualization techniques,
accompanied by a publicly available survey browser.
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3. Analysis and categorization of the existing sentiment and stance visualiza-
tion techniques in the dedicated design space, accompanied by a publicly
available survey browser.

4. Analysis of user tasks related to visual analysis of stance phenomena based
on the existing sentiment analysis approach, accompanied by design and
implementation of the corresponding visual analytics approach, called
uVSAT, which supports exploration of temporal text data and identification
of candidate documents in order to collect a training data set for a stance
classifier.

5. Analysis of user tasks related to visual analysis of annotated data for
stance classification, accompanied by design and implementation of the
corresponding visual analytics approach, called ALVA, which supports data
annotation, visual analysis, and classifier training using active learning for
multi-label stance classification.

6. Analysis of user tasks related to visual analysis of sentiment and stance
in social media texts, accompanied by design and implementation of the
corresponding visual analytics approach, called StanceVis Prime, which
supports exploratory data analysis of sentiment and stance classification
results for temporal text data from several social media sources.

7. Demonstration of further applications of sentiment and stance visualization
to various tasks, data types, and data domains defined in our design space
with several visualization tools (StanceXplore, DoSVis, and Topics2Themes).

8.2 Discussion

In this section, we focus on the discussion of various decisions made in this
research work, its limitations, and overall ethical considerations related to appli-
cations of automatic analysis and visualization of sentiment and stance in social
media data.

8.2.1 Design Decisions and Lessons Learned

The research tasks reported in this dissertation were carried out either directly as
part of the interdisciplinary StaViCTA project or in close relation to it, and there
are several aspects of the process and the outcomes to reflect upon here.

Collaboration with Domain Experts Establishing a common ground between
the researchers from three disciplines (linguistics, computational linguistics, and
visualization) early on and maintaining it throughout the course of collaboration
was crucial for our interdisciplinary project. The importance of communication
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for successful joint work is discussed in the paper of Kirby and Meyer on mul-
tidisciplinary and interdisciplinary visualization collaborations [223] as well as
in several recent reports about collaborations between experts in visualization
and digital humanities [43, 176]. As an example of a background knowledge
gap, Riehmann et al. [339] mention how their collaborator used to insist that
information visualization methods “obviously” refer just to computer-assisted
drawing, and the notion of visualization actually refers to something else entirely.
In the case of our StaViCTA project, the activities started with an initial kickoff
meeting including introductory lectures on the respective disciplines, which were
also followed by mandatory assignments for PhD students to ensure common
ground. Planning and discussion of (1) project tasks (including the tasks and
designs for visualization approaches), (2) results, and (3) publication strategies
took place during regular online (monthly or bimonthly) and onsite (two–three
times per year) project meetings (in addition to regular digital communication).
The collaboration was most educational with regard to experiencing the peculiar-
ities of academic cultures existing in our disciplines. For instance, the perceived
value and the publication process of journal articles vs conference papers are very
different in linguistics and computer science. As an anecdote, our collaborators
in linguistics once received a decision about a major revision required for their
journal article submission, and the deadline was stated to be in one year after that
date, which would be very unusual for visualization venues nowadays.

User- and Data-Driven Design Process As mentioned above, our design
process for visualization and visual analytics approaches was driven by the
collaboration with domain experts: we (1) elicited their requirements during
the project meetings, (2) used the data and computational methods provided by
them, and (3) incorporated their feedback in our designs and implementations.
Van Wĳk [440] describes potential collaboration issues that are related to the gaps
between the visualization researchers and domain experts in the background
knowledge and the interests/intents with regard to the resulting visualization
approaches. The possible scenarios or models of collaboration aimed to resolve
such issues include, for instance, (1) following a user-centered design approach,
(2) focusing simply on the programming/engineering tasks while abandoning any
research ambitions in visualization, or (3) choosing and addressing application-
related problems based on the curiosity of the visualization researchers. Our
work in StaViCTA has arguably followed a mixture of these approaches: (1)
we used the requirements and the feedback of our collaborators to develop the
visualization tools (subject to data and computational model availability), for
instance, uVSAT (Chapter 4) and StanceVis Prime (Chapter 6), while (2) some
of our efforts had to be directed towards data management and infrastructure,
where visual methods were not even required and expected initially, e.g., the
annotation interface and user management in ALVA (Chapter 5). With regard
to (3) curiosity, we used our design spaces and survey results (Chapter 3),
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assessed the available computational methods and data, and asked ourselves
the “What if?..” questions: for instance, the idea for DoSVis (Section 7.2) was
conceived this way. As the implication of the design process, most of our
visualization contributions and publications in StaViCTA fall into the category of
application/design studies [366, 466]. Our designs mainly aimed to be useful for
the domain experts rather than necessarily provide novel visual representation
or interaction techniques (cf. the “simple is good” discussion by Russell [348]). For
example, one of the initial intentions for the visualization team in the project was
to address streaming data visualization [89, 97] task for stance analysis. However,
the discussions with our collaborators in linguistics and the analysis of their
requirements showed that the main interest of our users was to get an overview
and explore the collected temporal text data in a consistent, reproducible way.
The scenarios where real-time monitoring of streaming social media data is
crucial, such as emergency situations [41, 55, 270], were not in the focus of our
users’ interests. Nevertheless, supporting stance visualization for such purposes
is still an interesting and important future work prospect.

Online Survey Browsers While visualization and visual analysis of stance
remains a highly specialized problem in the visualization community, the biggest
impact of the work described in this dissertation was arguably made by the
categorizations and surveys described in Chapter 3, available via the online
survey browsers to the researchers and the general public alike. In particular, we
have received a lot of positive feedback for TextVis Browser from the research
community over the past years. By mid-February 2019, TextVis Browser has
been visited by approximately 46,500 users from 160 countries since its release
in summer 2014 (according to Google Analytics). We see such online browsers
as an important tool for most research areas in general and intend to continue
maintaining and updating our own browsers in the foreseeable future.

Teaching Applications Also relevant to the previous point, TextVis Browser
has proven to be a useful tool for teaching InfoVis courses. We have used it
ourselves at LNU, and we have also received notes about such a usage from
several other universities. Finally, we have also used some of the visualization
approaches discussed in this dissertation for our InfoVis courses at LNU. For
example, several students with non-computer science background were once
provided with the article on uVSAT [243] and the access to the actual tool with a
task of critical review. According to their feedback, it inspired them with ideas
for applications of temporal and text data visualization for their own disciplines.

8.2.2 Research Limitations and Validation Concerns

To open the discussion of concerns and limitations related to the methodology and
the results described in this dissertation, a brief note about the role and position
of information visualization and visual analytics as scientific disciplines [314]
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should be made. According to van Wĳk [441], InfoVis can be viewed as science,
technology, and art—there are arguments and evidence supporting all these
aspects. Considering typical research work on individual representation or
interaction techniques, for instance, the expected elements of the scientific method
framework such as (1) observed phenomena, (2) hypotheses, and (3) experiments
and collected data can be mapped to (1) the users’ perception of data represented
or modified visually, (2) suppositions of usability of such techniques, and (3)
user studies involving quantitative and qualitative evaluation of effectiveness,
efficiency, and/or other metrics. Fekete et al. [129] provide further arguments
about compatibility of InfoVis with the scientific method and Karl Popper’s
epistemology system, while stating that InfoVis as a scientific discipline is
unique: it focuses on general development of insights from the data rather than
understanding a specific knowledge domain. In contrast to the experiment-driven
workflow of natural sciences, multiple activities in InfoVis and VA are related to
design and development of software systems, which is close to the design science
process model [322] with steps such (1) as problem identification, (2) design and
implementation of a solution, and (3) its validation.

Validation/evaluation of InfoVis and VA approaches still remains an open
challenge in our community with its own dedicated events such as the BELIV
workshop and the VAST Challenge. Purchase [331] describes guidelines for
conducting controlled experiments and iterative system evaluations for the related
discipline of human-computer interaction. Task-based user studies following
similar guidelines are also usually desirable, and often required during the peer
review process, for InfoVis and VA research publications. However, they are not
always feasible due to time and resource constraints, task formulation issues,
task interdependencies, etc. Detailed surveys, challenges, and calls for action
with regard to evaluation in InfoVis and VA are provided, for instance, in the
works by Lam et al. [248], Isenberg et al. [193], and Kosara [226]. Additionally,
Munzner [306] describes a nestedmodel for designing and validating visualization-
related approaches ranging from specific algorithms and experiments to complete
systems targeting the end users. The works by Stasko [399] and Wall et al. [446]
provide additional pointers with regard to evaluation of the overall value added
by visualization approaches for the end users.

This leads us to the discussion of limitations of our own work, including
the validation aspects. As mentioned in Section 8.2, our primary research ef-
forts related to specific sentiment and stance visualization approaches (rather
than categorization models and meta-analyses) were driven by collaboration
with domain experts and reported as application/design study publications.
Thus, one limitation of our reported research is its dependency and potential
bias with regard to the chosen domain-specific theoretical framework, compu-
tational models, and data. To mitigate this limitation, we typically employed
criticism [227] internally during the design and development stages. We also
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discussed the problem-specific and generalizable aspects of our approaches in the
corresponding publications, thus employing reflection [287]. The other important
concern is related to the sufficiency of validation/evaluation activities carried
out as part of our work, which did not include any formal user studies with
quantitative measurements. Most of our contributions claimed in Section 8.1.2
fit the higher levels of Munzner’s nested model [306], more specifically, domain
problem characterization and data/operation abstraction design; evaluation methods
suggested for these levels include interviews, observation of the target users, and
collection of anecdotal evidence of utility. Weber et al. [466] mention participatory
design practices, observational studies, and expert reviews among the possible
evaluation approaches for application-driven research in visualization. In our
project work, we employed the methods such as (1) interviews and participatory
design with the domain experts, (2) use cases and case studies [366] involving
real-world text data, and (3) critical discussion and expert reviews [426]. Most
of our publications were also preceded by peer-reviewed poster papers, which
provided us with numerous opportunities to receive constructive feedback [227]
from the visualization experts in our community. Since the case studies and
expert reviews involved ourselves (the visualization designers) and our collab-
orators, we acknowledge the existing threat to validity, as discussed for such
design studies by Sedlmair et al. [366]. Further evaluations with independent
experts or other end users should be carried out to provide stronger evidence;
however, it is subject to availability of domain experts or users knowledgeable
in sentiment and, especially, stance analysis. Some of our contributions also
include novel representations and techniques, which correspond to the third
level in Munzner’s model [306]. For such specialized visual representations (e.g.,
CatCombos in ALVA introduced in Section 5.4.1) and semi-isolated groups of
interactive representations (for instance, DTW views in StanceVis Prime discussed
in Section 6.4.2), further task-based evaluation and comparison with baseline
approaches should be carried out in the future to warrant their application for
more general purposes rather than visualization of stance analysis results.

8.2.3 Ethical and Societal Aspects

As mentioned in the previous section, our research discussed in this dissertation
did not involve any laboratory studies with human subjects. With the exception of
our publicly available survey browsers, the interactions with the users of our tools
mainly involved our project collaborators and colleagues. With regard to the tools
and the data used in this research, for design and development tasks we used (1)
publicly available software libraries, (2) research publications, (3) lists of marker
words for sentiment and stance (see Chapter 4), and (4) stance annotations created
by our collaborators (see Chapter 5). The data sources for our visualization
tools included (1) aggregated data series and URLs to public blog and forum
documents provided by our project partners from Gavagai AB, accompanied by
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the actual texts of these publicly available documents (see Chapter 4), some of
which were later used for the stance annotation task (see Chapter 5); (2) publicly
available business reports and works of fiction (see Section 7.2); and (3) social
media texts and corresponding aggregated data series based on the publicly
available data provided by Twitter and Reddit. The textual data was preprocessed,
in most cases classified with regard to sentiment and stance, and visualized using
our tools described in this dissertation.

Besides this discussion of how our own work collected and used the data,
a discussion of the general concerns related to social media and data analytics
should take place, motivated by such examples as multiple Facebook privacy
scandals1 and introduction of GDPR regulations in the European Union in 20182.
O’Leary [315] even argues for establishment of a code of conduct for “Big Data”
analytics, including the imperatives not to injure other people and to try to
improve their lives through such analytic activities. The issues related to the data
misuse already include, for instance, automated discrimination of individuals or
groups by data mining algorithms, as discussed by Carmichael et al. [65].

On the other hand, computational and visual data analytics methods, including
sentiment and stance analysis, can also be leveraged for the challenges significant
for the modern society, as we continue to witness the explosion of the amounts
of digital data and the increasing role of artificial intelligence technologies [363].
For instance, the texts of public tweets posted by a user on Twitter could be
used to predict the user’s personality in order to customize the interface and
provide a better user experience, as suggested by Golbeck et al. [153]. Hate speech
detection is another important task for computational methods [151], which could
be facilitated by sentiment and stance classification. Finally, the detection of
“fake news” is also in the focus of work of many researchers in computational
linguistics [66, 152, 159, 301]—sentiment analysis and visualization are already
being applied for this task, for instance, by Harris [165], and it would only be
natural to apply stance analysis accordingly.

8.3 Future Work

The work described in this dissertation has contributed to the research fields
of sentiment and stance visualization, however, multiple open challenges still
exist within and beyond these fields. Some of the more specific points regarding
our own work and concrete visualization approaches were given above in the
summaries of Chapters 3–7; below, we discuss the more general challenges.

Evaluation of Sentiment and Stance Visualizations While we have acknowl-
edged the need for much more thorough validation of sentiment and stance

1https://www.bbc.com/news/technology-46618582 (last accessed in February 2019)
2https://www.bbc.com/news/technology-44239126 (last accessed in February 2019)

https://www.bbc.com/news/technology-46618582
https://www.bbc.com/news/technology-44239126
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visualization approaches in Section 8.2.2, this issue applies not only to our own
work, but most of the existing techniques, too. The work by Shamim et al. [371]
provides some initial contributions for this challenge, however, further efforts
are required for evaluating and reporting best practices for sentiment and stance
visualization approaches with (1) individual representations, (2) combinations of
coordinated multiple views, and (3) visual analytics systems involving complex
computational models.

Research Gaps Identified in the Design Spaces By comparing the design
space and the data about the existing sentiment and, especially, stance visu-
alization techniques (see Chapter 3), we can identify multiple research gaps
and scenarios for future work to support various (1) data domains, (2) data
types, (3) user tasks, and (4) visual representations. Even more options are
available if we consider the analytic tasks for text visualization which could
benefit from involvement of sentiment and/or stance information: for example,
digital humanities experts [198] could make use of visual analysis of multiple
stance categories as part of their toolbox when exploring narratives and events
in fiction and historical documents. Maintaining the existing design spaces and
surveys up to date with emerging approaches and topics is a challenge on its
own for our research community, which leads us to the next point.

Tighter Integration with Computational Models During the past few years,
the attention of the visualization community has been attracted to the research
topics related to machine learning models (especially, deep learning), explainable
artificial intelligence, and so on. Several recent surveys [112, 120, 171, 264, 269]
mentioned in Section 3.4 describe the state of the art in InfoVis and VA with
regard to integration, visual analysis/interpretation, and adjustment of such
models. The challenge of tighter integration of computational and visual models
is also valid for sentiment and stance analysis techniques. Our own work on ALVA
described in Chapter 5 is relevant to this problem, but further efforts are required
to support (1) data management and annotation, (2) training computational
models supporting sentiment and stance, and (3) visual analysis and interaction
with such data and models. Some of the recent contributions related to these tasks
include the approaches for facilitating the active learning process by Huang et
al. [184] and interactive construction of lexicon-based concepts by Park et al. [320];
the VIAL approach for interactive classifier training by Bernard et al. [32, 342];
the approach for interactive analysis of text annotations by Baumann et al. [27];
and NLIZE by Liu et al. [266], a recent visual analytics approach for analysis and
interpretation of natural language inference models.

Better Support for Analytical Workflows The previous challenge is undoubt-
edly related to visual analytics; at the same time, the level of direct support for
certain analytical tasks in visual sentiment and stance analysis systems should
be increased. For instance, in Chapter 2 we mentioned the sensemaking process
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model for intelligence analysis by Pirolli and Card [325] which includes steps such
as (1) formulating hypotheses, (2) linking them to the evidence in the data, and (3)
presenting/disseminating the results of the case. Andrienko et al. [15] describe
the process of visual analytics as (1) constructing a behavioral model for the given
problem and data, (2) using the model to answer questions and gain knowledge,
and, finally, (3) externalizing the model as well as the model provenance [219].
From the point of view of user interaction and visualization, support for such
workflows should include explicit graphical means for (1) formulating and testing
hypotheses, (2) compiling and exporting the results of analyses, and (3) working
in a reproducible manner with regard to preserving sessions, intermediate results,
and navigation/interaction history (e.g., see Chapter 4 for the description of
history diagrams and query links in uVSAT, which address this provenance
task). Support for (4) collaborative work [192] should also be improved. While
the existing general-purpose analytical tools targeted at professional data an-
alysts [474, 475] support some of such tasks, the approaches for visualization
and visual analysis of sentiment and stance should aim to address them. This
can help to increase the value and usability of such approaches for the target
users (for instance, researchers in the humanities) and to generally improve the
visibility of this field for the users from academia, industry, and other areas.

Integration with/into Other Approaches and Tools Finally, we envision fur-
ther applications of sentiment and stance visualization that could benefit the
existing and future tools, both within and beyond the approaches developed
by the visualization community, for instance, the tools for close and distant
reading used within the digital humanities community [197, 198]. One could
imagine a PDF document viewer with sparklines [30,432], glyphs [40], or scented
widgets [471] that encode the detected sentiment and stance occurrences, similar
to our standalone DoSVis tool described in Section 7.2.4. Another possibility is to
support such analyses with multimedia analytics [79] approaches involving texts
accompanying video or audio data: the existing works of Diakopoulos et al. [103]
and Hohman et al. [179], for instance, could provide inspiration for future efforts
in this direction.

As a summary, given the importance of social media as a public communication
channel and the crucial role of language and text for our society in general, we can
predict that computational and visual analyses of various aspects of subjectivity in
textual data will remain an important topic in research and practical applications
in the foreseeable future.
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