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Abstract

Evolutionary algorithms (EAs) produce a vast amount
of data by recurring processes, e.g., selection, recombina-
tion, or mutation, that work on populations of solutions
for a specific problem. In order to get a better insight into
the progress of EAs a Java-based visualization tool, called
EAVis, was developed. Several coordinated views help the
user to watch each generation step of the EA and to derive
knowledge as well as better understanding of the underly-
ing evolutionary computational models.

1. Introduction

Evolutionary computation (EC) imitates some ba-
sic principles of evolutionary processes by using a variety
of evolutionary computational models. Such computa-
tional models are typically called evolutionary algorithms
(EAs) which include evolutionary programming, evolu-
tion strategies, genetic algorithms (GA), and genetic pro-
gramming. They use a number of common evolutionary
methods, e.g., selection (“survival of the fittest”), recom-
bination (“crossover”), or mutation (“random changes”).
EAs work on a population of solutions in which the ini-
tial population is randomly initialized in most cases. By
repeated application of evolutionary methods, a new gener-
ation of the population is produced and a fitness function
evaluates each new generation [7].

The complexity of evolutionary algorithms make them
difficult to understand. We have implemented a visualiza-
tion tool, called EAVis, that displays the data on differ-
ent levels facilitating the understanding of the underlying
process and the impact of strategy parameters (for exam-
ple population size or crossover rates) which determine the
behavior of an EA.

The next Section 2 describes related works. In Section 3
the visualization design of our visualization tool EAVis is
presented. Finally, Section 4 gives concluding remarks and
discusses future work.

2. Related Works

There is only few research in visualization of EAs. Most
visualization approaches were published at the end of the
nineties. T. D. Collins tried to adopt popular Software Visu-
alization techniques (see for example [3]) in order to illus-
trate the search behaviour of evolutionary algorithms with
the help of his visualization tool GONZO that was devel-
oped using the HENSON framework [2]. The VIS tool is
discussed by Wu et al. [8]. Their aim is to facilitate the ex-
amination and analysis of GA runs. VIS supports the repre-
sentation and examination of individuals, populations, and
entire runs. A more line plot-like visualization of adaptive
evolutionary phenomena is introduced by Bedau et al. [1].
So-called Activity Wave Diagrams show evolutionary activ-
ities of alleles on the basis of three different evolving sys-
tems. Pohlheim presents a set of standard techniques for dif-
ferent data types and time frames of EAs, see [5]. Such stan-
dard techniques are based on data types, e.g. variables of
best individual of every generation, and can be displayed
with the help of standard visualization tools.

It is interesting that only few methods or techniques
from the area of Information Visualization (InfoVis) are
used to develop new visualizations of data produced by
EAs. It is obvious that this kind of visualization can be
subsumed by Software Visualization but the vast amount
of data also leads to problems which are tried to solve by
the InfoVis community. Spears provides in his short pa-
per [6] a nice brief overview of multidimensional visual-
ization techniques for visualizing EAs including the use of
color, glyphs, or parallel coordinates.

3. Visualization Approach

Our aim was to build a tool for general use in visualiza-
tion of EAs, i.e., not only for special applications. As a sim-
ple application example we have chosen the 0/1-Knapsack
Problem [4] that has a wide range of applications. In the re-
mainder of this paper, we use this application as running
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Figure 1. Screenshot of the EAVis tool (tab I opened)

example. EAVis provides a special Java interface by which
problem instances, e.g., the implementation of an EA that
solves our example problem, can be specified. EAVis can
be considered as on-line visualization system in contrast to
post-mortem or off-line visualization systems, such as the
VIS system [8]: by using a VCR-metaphor, the user can
control the generation process online; he can play it with a
user-defined speed, step-by-step, or backwards; he can stop
it, store all data for run comparisons, or perform a reset with
a new base population. Each produced generation can be
monitored by a variety of coordinated views. Besides stan-
dard methods, like plotting mean fitness values of the entire
generation versus fittest individual (including standard de-
viation), the aim was to create novel views that will convey
a more intuitive idea of the quality of the underlying strat-
egy parameters. Additionally, the tool supports an easy pos-
sibility to embed an application-dependent Phenotype View,
i.e., a visualization of the problem itself. A final aim of our
tool development is to control the EC process itself, espe-
cially the adaption of the strategy parameters.

Several views have been created to facilitate the under-
standing of the underlying evolutionary processes. The user
can easily switch between all views that are arranged on
tabs. Exceptions of this tab layout are three smaller views
that are permanent visible (shown on the left-hand side of
Figure 1). They are discussed at first.

Ranking: The Ranking View is basically a list which con-
tinuously displays all individuals in descending order of
their fitness values (top left-hand side). This view presents
for each individual its rank, the last value of the fitness

function, and the evolutionary method which was used by
the EA to create this individual (origin). Thus, it can show
whether there is a trend towards better fitness derived from
a certain method of generating individuals. In our example,
there are no unique identifiers (IDs) for the individuals. But
there are applications in which IDs could be very useful,
e.g., if the individuals have a more complex structure like
neural networks etc. Another question is how IDs should be
graphically represented (cp. the VIS system [8]). Currently,
EAVis does not support the detailed graphical representa-
tion of individuals (our Allele View is a first step in this di-
rection). However, we plan to add this feature as soon as
possible.

Origin of Fittest Individual: To receive information about
the origin of the fittest individual per generation is a very
important issue for the understanding of the efficiency of
the strategy parameters of the EA. If an improvement of
the best fitness value occurs then this view draws vertical
stripes into a horizontal generation scale (centered on the
left-hand side). Each stripe is colored to represent the ori-
gin of the present fittest individual, i.e, mutation, recombi-
nation, inversion, or initialization.

Average Fitness vs. Fittest Individual: This view is strongly
connected with the Average/Fittest Plot. It symbolizes the
relationship between the average fitness values and the best
fitness value of the actual generation as a horizontal-bar di-
agram (bottom left-hand side). If the user switches between
the other views arranged on tabs then he can watch this view
to receive a fast impression of the relative difference.



Figure 2. Tab II: History of Fittest

Average/Fittest Plot: The visualization of the fitness values
of the best individual of each generation is one of the most
used standard diagrams for the progress of an EA’s run.
In our example, we only have one fitness function because
the considered 0/1-Knapsack Problem has one optimization
variable namely the maximization of the costs. The Aver-
age/Fittest Plot View that is shown at the right-hand side of
Figure 1 draws the fitness of the fittest individual (red col-
ored upper line) together with the average fitness value of
all individuals (blue colored lower line) of each generation
as line graphs. The resulting graphs are highly dependent
on the actually used fitness function. Thus, it occurs that the
average fitness value can decrease from time to time.

History of the Fittest: This view on the second tab is a table
depicting the history of the fittest individuals. For each gen-
eration, one individual with the best fitness is placed in an
own row labeled with the generation number, fitness value,
origin, and Allele View (cp. Figure 2 and [8]). The Allele
View shows the alleles of the fittest individual of each gen-
eration. An allele is one of a number of alternative forms
of the same gene occupying a specific position. In our run-
ning example, the item selections for the knapsack are dis-
played as black and white “barcode”, similar to the display
of real world gene sequences in molecular biology. Due to
this representation, it is possible to see how and which al-
leles are passed from generation to generation or which al-
leles are subject to vast changes. Note, we merely have a
b/w-coloring because the alleles code binary information.
Other application examples which use another genetic al-
phabet lead to more complex color coding schemes.

Population: Individuals represent potential solutions to the
problem that we want to solve. So, similarities between dif-
ferent individuals are very interesting. The Population View
represents all individuals of the current population as col-

ored dots. Colors act for the individual’s origin; positions
depend on fitness values and the binary distance of the fittest
individual. This allows the visualization of subpopulations
with similar genetic properties.

Multiple Runs: EAVis offers the possibility to store all data
produced in previous runs. The Multiple Runs View takes
this information (of course based on the same input prob-
lem) and displays the fitness values of the best specific in-
dividual of each generation in one coordinate system. This
is possible for up to seven different runs at the moment. By
this means, comparisons between different runs and strat-
egy parameters are supported

4. Conclusion
In this paper, we have presented a visualization tool

for evolutionary computations that can facilitate the under-
standing of evolutionary algorithms by using several coordi-
nated views. These views allow the user to watch each gen-
eration step of the underlying EA from different viewpoints.
Among other things, this is also important for a good set-
ting of the strategy parameters to gain better performance
values. The development of EAVis is an ongoing work. A
future software evaluation will prove its efficiency.
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